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#### Abstract

In thermodynamics, entropy production and work quantify irreversibility and the consumption of useful energy, respectively, when a system is driven out of equilibrium. For quantum systems, these quantities can be identified at the stochastic level by unravelling the system's evolution in terms of quantum jump trajectories. We here derive a general formula for computing the joint statistics of work and entropy production in Markovian driven quantum systems, whose instantaneous steady states are of Gibbs form. If the driven system remains close to the instantaneous Gibbs state at all times, then we show that the corresponding two-variable cumulant generating function implies a joint detailed fluctuation theorem so long as detailed balance is satisfied. As a corollary, we derive a modified fluctuation-dissipation relation (FDR) for the entropy production alone, applicable to transitions between arbitrary steady states, and for systems that violate detailed balance. This FDR contains a term arising from genuinely quantum fluctuations, and extends an analogous relation from classical thermodynamics to the quantum regime.
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## I. INTRODUCTION

Understanding the statistics of work, heat, and entropy production is a central aim of the fields of stochastic and quantum thermodynamics [1-5]. A natural starting point for studying such fluctuations is to consider a system driven out of thermal equilibrium. One way in which this can be achieved is by coupling the system simultaneously to multiple baths at different temperatures and/or chemical potentials. If one only has access to a single bath, then equilibrium can instead be broken by modulating the system's Hamiltonian in finite time, as well as external parameters such as the temperature of the environment. In this work we focus on the latter situation, where two thermodynamic quantities play a central role: (i) the entropy production, which measures the degree of irreversibility associated with a process, and (ii) the nonadiabatic work, which quantifies the additional contributions to the work done as a system is driven away from its instantaneous Gibbs steady state. While these quantities are proportional when the system interacts with an environment at a fixed temperature, they become distinct when the environmental temperature changes and can thus play different roles for describing nonequilibrium behavior. For microscopic systems, both classical and quantum, nonadiabatic work $\tilde{w}$ and entropy production $\sigma$ are stochastic variables described by a joint probability distribution $P(\sigma, \tilde{w})$. While classically this distribution can be defined from the underlying probabilistic trajectories through the system's phase space [2], this description breaks down in the quantum regime. Instead, one can define fluctuating entropy production and work by measuring quantum jump trajectories [6-15]. These trajectories describe
the probabilistic transitions between the states of the system as it exchanges heat with the environment. Fluctuations along a trajectory stem from both quantum-coherent and thermal transitions, and these may be monitored via an external quantum detector [16,17].

Studying the joint statistics of stochastic variables such as work and entropy production can provide a more complete description of a thermodynamic process beyond simply focusing on the marginals of $P(\sigma, \tilde{w})$ [18-21]. For example, joint statistics can be used to ascertain general properties surrounding the trade-offs between dissipation and the signal-to-noise ratio of currents in nonequilibrium processes [22-24]. Understanding such trade-offs can lend insight into the balance among efficiency, power, and reliability of microscopic thermal machines [25-28]. In this paper we provide a complete characterization of the distribution $P(\sigma, \tilde{w})$ for Markovian quantum systems, whose instantaneous equilibrium states are of Gibbs form, driven by changes in both external temperature and Hamiltonian parameters. We then focus on the slow-driving regime, whereby the system remains close to the instantaneous Gibbs state throughout a process, and derive a general formula that can be used to compute the cumulant generating function for the joint statistics. At the technical level, this result can be understood as a linear-response expansion with respect to the driving speed of all cumulants of work and entropy production (applying the standard Kubo linear-response formula only gives access to average quantities [29-31]) and extends a similar result obtained in Ref. [32] for the work statistics at a fixed temperature, which is now obtained within the quantum trajectory approach. Furthermore, this can also be used to recover a number of recent results
concerning Landauer erasure [33] and fluctuation-dissipation relations [34] in slowly driven systems. Going beyond this, we show that in the slow-driving regime, so long as the detailed balance condition holds, the nonadiabatic wok and entropy production obey a detailed fluctuation theorem (DFT),

$$
\begin{equation*}
\frac{P(\sigma, \tilde{w})}{P(-\sigma,-\tilde{w})}=e^{\sigma} \tag{1}
\end{equation*}
$$

This DFT is stronger than the usual joint fluctuation theorem for currents, which only constrains the joint statistics of thermodynamic variables in relation to a hypothetical timereversed process (see, e.g., Refs. [20,21,35]). While the latter relations apply arbitrarily far from equilibrium, we establish the stronger DFT (1) by restricting our attention to the slow-driving regime. Here the DFT places restrictions on the relationship between the first and second moments of $\tilde{w}$ and $\sigma$. To highlight this we show that (1) can be used to recover a thermodynamic uncertainty relation (TUR) recently derived in Ref. [36]. Furthermore, when the entropy production alone is considered, we show that systems with arbitrary instantaneous equilibrium states, and which may violate detailed balance, obey a quantum generalisation of a classical fluctuation-dissipation relation (FDR) derived by Mandal and Jarzysnki [37]. This generalizes the quantum FDR derived in Refs. [32,34] to Markovian systems that do not need to satisfy quantum detailed balance.

The structure of the paper is as follows. In Sec. II we provide an overview of the quantum trajectory approach to thermodynamics. In Sec. III we determine the nonadiabatic work and entropy production along jump trajectories and present a general expression for the joint cumulant generating function. In Sec. IV we show that this expression takes on a simpler form in the slow-driving limit and provide explicit expressions for the first and second cumulants. In Sec. V we show that this generating function implies the DFT (1) and use this to derive a TUR relating the averages and variances in work to the entropy production. In Sec. VI we derive the FDR for the nonadiabatic entropy production. Finally, in Sec. VII we evaluate the joint statistics for a single-ion heat engine in the slow-driving limit and numerically verify these inequalities.

## II. QUANTUM TRAJECTORIES AND THE NONADIABATIC ENTROPY PRODUCTION FOR QUANTUM MARKOV SEMIGROUPS

We will first introduce the definition of quantum jump trajectories for arbitrary open quantum systems undergoing Markovian evolution. Such trajectories describe the dissipative evolution of a driven system induced by interactions with an environment and measurement apparatus. As we will see, each trajectory comes with an associated time-reversed sequence, and interactions with the environment typically break the time-reversal symmetry between forward and reverse paths. Naturally this gives rise to a notion of entropy production, which will measure this degree of time-reversal asymmetry $[38,39]$. We will then demonstrate how this statistical notion of entropy production can be connected with the thermodynamic variables of the system. Our formalism follows closely the approaches taken in Refs. [7,10,12].

First, let $\mathcal{H}$ be a complex separable Hilbert space with an algebra of bounded linear operators $\mathcal{B}(\mathcal{H})$, and the corresponding space of trace-class operators $\mathcal{T}(\mathcal{H}) \subseteq \mathcal{B}(\mathcal{H})$. Note that for any $A \in \mathcal{B}(\mathcal{H})$ and $T \in \mathcal{T}(\mathcal{H})$, we also have $A T, T A \in$ $\mathcal{T}(\mathcal{H})$. The state space on $\mathcal{H}$ is thus $\mathcal{S}(\mathcal{H}):=\{\rho \in \mathcal{T}(\mathcal{H}):$ $\rho \geqslant 0, \operatorname{Tr}(\rho)=1\}$. Let a family of channels $\mathcal{E}_{\lambda}:=\left\{\mathcal{E}_{\lambda}(\theta):\right.$ $\mathcal{T}(\mathcal{H}) \rightarrow \mathcal{T}(\mathcal{H}), \theta \geqslant 0\}$ form a uniformly continuous quantum Markov semigroup (QMS) on $\mathcal{T}(\mathcal{H})$, with bounded generator $\mathscr{L}_{\lambda}$. Here we have parameterized the generator with a finite collection of scalar variables,

$$
\begin{equation*}
\lambda(t):=\left\{\lambda^{\mathrm{ext}}(t), \Lambda(t)\right\}, \tag{2}
\end{equation*}
$$

to account for any additional time-dependent control during the dynamics, where we assume a slow enough variation of $\lambda(t)$ so that the generator forms a QMS at all times [40]. The variables $\Lambda$ represent mechanical parameters of the system, while $\lambda^{\text {ext }}$ are parameters for the external environment (e.g., temperature, chemical potential). The dual of $\mathscr{L}_{\lambda}$, denoted $\mathscr{L}_{\lambda}^{*}$, is defined by the identity $\operatorname{Tr}\left(\mathscr{L}_{\lambda}^{*}(A) B\right)=\operatorname{Tr}\left(A \mathscr{L}_{\lambda}(B)\right)$ for all $A \in \mathcal{B}(\mathcal{H})$ and $B \in \mathcal{T}(\mathcal{H})$. $\mathscr{L}_{\lambda}^{*}$ generates a unital QMS on $\mathcal{B}(\mathcal{H})$, i.e., in the Heisenberg picture, $\mathcal{E}_{\lambda}^{*}:=\left\{\mathcal{E}_{\lambda}^{*}(\theta)\right.$ : $\mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}), \theta \geqslant 0\}$.

We will assume the existence of a unique faithful steady state $\pi_{\lambda}$ such that

$$
\begin{equation*}
\lim _{\theta \rightarrow \infty} e^{\theta \mathscr{L}_{\lambda}}(\rho)=\pi_{\lambda}, \quad \forall \rho \in \mathcal{S}(\mathcal{H}) \tag{3}
\end{equation*}
$$

This condition is satisfied if and only if the generator has a nondegenerate zero eigenvalue, and all other eigenvalues have a strictly negative real part (see Theorem 5.4 in Ref. [41]). We shall denote the steady state in the spectral form $\pi_{\lambda}=$ $\sum_{\mu} p_{\mu}(\lambda) \Pi_{\mu}(\lambda)$, where $\left\{p_{\mu}(\lambda)\right\}$ is a probability distribution, and $\Pi_{\mu}(\lambda)=\left|\pi_{\mu}(\lambda)\right\rangle\left\langle\pi_{\mu}(\lambda)\right|$ are rank- 1 projections on the eigenstates of $\pi_{\lambda}$. Since $p_{\mu}(\lambda)>0$ for all $\mu$, the steady state is invertible and, as such, we may introduce the so-called nonequilibrium potential [42] defined as

$$
\begin{equation*}
\Phi_{\lambda}:=-\ln \left(\pi_{\lambda}\right)=\sum_{\mu} \phi_{\mu}(\lambda) \Pi_{\mu}(\lambda) \tag{4}
\end{equation*}
$$

where $\phi_{\mu}(\lambda):=-\ln \left(p_{\mu}(\lambda)\right)$. The current operator associated with this potential is defined by

$$
\begin{equation*}
\dot{\Phi}_{\lambda}:=\frac{d}{d t} \Phi_{\lambda} . \tag{5}
\end{equation*}
$$

It is important to stress that in general the potential and current are noncommuting $\left[\Phi_{\lambda}, \dot{\Phi}_{\lambda}\right] \neq 0$ at any given time.

As the system's evolution is governed by a QMS, it follows that the channel describing the system's time evolution $t=$ $t_{1} \mapsto t=t_{2}>t_{1}$ is given by

$$
\begin{equation*}
\overleftarrow{P}_{t_{1}}^{t_{2}}:=\overleftarrow{\exp }\left(\int_{t_{1}}^{t_{2}} d t \mathscr{L}_{\lambda(t)}\right) \tag{6}
\end{equation*}
$$

Consequently, denoting the system's state at time $t$ as $\rho_{t}$, we have $\rho_{t_{2}}=\overleftarrow{P}_{t_{1}}^{t_{2}}\left(\rho_{t_{1}}\right)$. By making use of the time-splitting formula (Theorem 2.8 [41]) we may express the channel $\overleftarrow{P}_{0}^{\tau}$, for any $\tau>0$, in terms of the limit

$$
\begin{equation*}
\overleftarrow{P}_{0}^{\tau}=\lim _{\delta t \rightarrow 0} \prod_{n=N}^{0} e^{\delta t \mathscr{L}_{\lambda_{n}}} \tag{7}
\end{equation*}
$$

for the sequence $\tau=t_{N+1} \geqslant \ldots \geqslant t_{0}=0$, where $\delta t=$ $\max \left|t_{n+1}-t_{n}\right|$ and $\lambda_{n}=\lambda\left(t_{n}\right)$. As such, we denote by $\mathcal{E}_{n}:=$ $e^{\delta t} \mathscr{L}_{\lambda_{n}}$ the instantaneous QMS channels acting on the system at times $t_{n}$, which we in turn "unravel" into the set of operations $\mathcal{E}_{x_{n}}(\cdot):=K_{x_{n}}\left(\lambda_{n}\right)(\cdot) K_{x_{n}}^{\dagger}\left(\lambda_{n}\right)$, with the Kraus operators

$$
\begin{gather*}
K_{0}(\lambda):=\mathbb{I}-\left[i H_{\Lambda}+\frac{1}{2} \sum_{x} L_{x}^{\dagger}(\lambda) L_{x}(\lambda)\right] \delta t,  \tag{8}\\
K_{x}(\lambda):=L_{x}(\lambda) \sqrt{\delta t}, \quad x>0 \tag{9}
\end{gather*}
$$

so that $\mathcal{E}_{n}=\sum_{x_{n}} \mathcal{E}_{x_{n}}$. Here $H_{\Lambda}=H_{\Lambda}^{\dagger}$ is the Hamiltonian, while $\left\{L_{x}(\lambda)\right\}$ is a collection of "jump operators," which by the Gorini-Kossakowski-Sudarshan-Lindblad theorem [43] provide a representation of $\mathscr{L}_{\lambda}$ as

$$
\begin{equation*}
\mathscr{L}_{\lambda}(\cdot):=-i\left[H_{\Lambda},(\cdot)\right]+\sum_{x} \mathscr{D}\left(L_{x}(\lambda)\right)(\cdot), \tag{10}
\end{equation*}
$$

where $\mathscr{D}(L)(\cdot)=L(\cdot) L^{\dagger}-\frac{1}{2}\left\{L^{\dagger} L,(\cdot)\right\}$.
Throughout this manuscript, we will only consider processes that impose transitions between steady states, so that the boundary conditions become

$$
\begin{equation*}
\rho_{0}=\pi_{\lambda(0)} \equiv \pi_{\lambda_{0}} \mapsto \rho_{\tau}=\pi_{\lambda(\tau)} \equiv \pi_{\lambda_{N+1}} . \tag{11}
\end{equation*}
$$

Consequently, the system's evolution may be decomposed into an ensemble of quantum trajectories [6,7,9,10,12,13]

$$
\begin{equation*}
\gamma:=\left\{(\mu, v),\left(x_{0}, \ldots, x_{N}\right)\right\}, \tag{12}
\end{equation*}
$$

with probabilities

$$
\begin{equation*}
p(\gamma):=p_{\mu}\left(\lambda_{0}\right) \operatorname{Tr}\left(\Pi_{\nu}\left(\lambda_{N+1}\right) \mathcal{E}_{x_{N}} \circ \cdots \circ \mathcal{E}_{x_{0}}\left(\Pi_{\mu}\left(\lambda_{0}\right)\right)\right) \tag{13}
\end{equation*}
$$

Here $\mu$ and $\nu$ denote the outcomes of projective measurements performed on the system with respect to the eigenbasis of the equilibrium state $\pi_{\lambda(0)}$ and $\pi_{\lambda(\tau)}$, at the start and end of the cycle, respectively, where we note that $\Pi_{\mu}\left(\lambda_{0}\right) \equiv \Pi_{\mu}(\lambda(0))$ and $\Pi_{v}\left(\lambda_{N+1}\right) \equiv \Pi_{v}(\lambda(\tau))$. Additionally, $\left(x_{0}, \ldots, x_{N}\right)$ indicates the sequence of quantum operations $\mathcal{E}_{x_{n}}$ acting on the system due to the unravelling of the Lindbladian dynamics.

In order to evaluate the entropy production for the trajectories $\gamma$, we must first employ a notion of time-reversed dynamics which is "dual-reverse" to the QMS describing the system's evolution forwards in time. We shall denote the dualreverse of $\mathcal{E}_{n}$ as $\mathcal{D}_{n}=\sum_{x_{n}} \mathcal{D}_{x_{n}}$. For classical Markov chains one may introduce a time-reversal operation that reverses any sequence of microstates in the chain while preserving their transition probabilities [44]. The analog of this time reversal in quantum mechanics amounts to reversing the chain of interactions between system and environment. Following Crooks [45], in order to implicitly define the time-reversed process we require that for any configuration $\lambda_{n}$, the probability of obtaining the sequence $\left(x_{n}, y_{n}\right)$ from the channel $\mathcal{E}_{n}$, given a system that is initially in the invariant state $\pi_{\lambda_{n}}$, equals the probability of obtaining the sequence $\left(y_{n}, x_{n}\right)$ from the dual-reverse of the channel, $\mathcal{D}_{n}$, i.e.,

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{D}_{x_{n}} \circ \mathcal{D}_{y_{n}}\left(\pi_{\lambda_{n}}\right)\right)=\operatorname{Tr}\left(\mathcal{E}_{y_{n}} \circ \mathcal{E}_{x_{n}}\left(\pi_{\lambda_{n}}\right)\right) . \tag{14}
\end{equation*}
$$

The individual dual-reversed operations in (14) are constructed as

$$
\begin{equation*}
\mathcal{D}_{x}=\mathcal{P}_{\lambda}^{(s)} \circ \mathcal{E}_{x}^{*} \circ \mathcal{P}_{\lambda}^{(-s)} \tag{15}
\end{equation*}
$$

for some $s \in[0,1]$, where we define the maps $\mathcal{P}_{\lambda}^{( \pm s)}(\cdot):=$ $\pi_{\lambda}^{ \pm s}(\cdot) \pi_{\lambda}^{ \pm(1-s)}$ [46]. Therefore, for each trajectory $\gamma$ we define the dual-reverse trajectory by the reversed sequence

$$
\begin{equation*}
\tilde{\gamma}:=\left\{(\nu, \mu),\left(x_{N}, \ldots, x_{0}\right)\right\} \tag{16}
\end{equation*}
$$

with the probability

$$
\begin{equation*}
\tilde{p}(\tilde{\gamma})=p_{v}\left(\lambda_{N+1}\right) \operatorname{Tr}\left(\Pi_{\mu}\left(\lambda_{0}\right) \mathcal{D}_{x_{0}} \circ \cdots \circ \mathcal{D}_{x_{N}}\left(\Pi_{v}\left(\lambda_{N+1}\right)\right)\right) \tag{17}
\end{equation*}
$$

The nonadiabatic entropy production can thus be defined as a statistical measure of the distinguishability between the forward and dual-reverse trajectories [38]:

$$
\begin{equation*}
\sigma(\gamma):=\ln \left(\frac{p(\gamma)}{\tilde{p}(\tilde{\gamma})}\right), \tag{18}
\end{equation*}
$$

By normalization of $\tilde{p}(\tilde{\gamma})$, and Jensen's inequality, implies the integral fluctuation theorem:

$$
\begin{equation*}
\left\langle e^{-\sigma}\right\rangle=1, \Rightarrow\langle\sigma\rangle \geqslant 0 \tag{19}
\end{equation*}
$$

It is worth remarking at this stage that in principle this quantity is not physically accessible to a single run of an experiment, since it implicitly depends on the full ensemble of trajectories. However, as we will see below, once further assumptions about the generator (10) are made, the entropy production (18) provides a tool for establishing predictions about physical quantities such as heat and work that can be measured along individual trajectories.

Without further assumptions $\mathcal{D}_{x}$ are neither guaranteed to be operations, which is necessary to ensure that $\tilde{p}(\tilde{\gamma})$ always forms a valid probability distribution, nor are they guaranteed to be unique for all $s \in[0,1]$. First, let us note that (15) allows us to write $\mathcal{D}=\sum_{x} \mathcal{D}_{x}=e^{\delta t} \tilde{\mathscr{L}}_{\lambda}^{*}$, where the s-dual generators $\tilde{\mathscr{L}}_{\lambda}$ are defined as the solution to

$$
\begin{equation*}
\operatorname{Tr}\left(\pi_{\lambda}^{1-s} \tilde{\mathscr{L}}_{\lambda}(A) \pi_{\lambda}^{s} B\right)=\operatorname{Tr}\left(\pi_{\lambda}^{1-s} A \pi_{\lambda}^{s} \mathscr{L}_{\lambda}^{*}(B)\right) \tag{20}
\end{equation*}
$$

for $s \in[0,1]$ and all $A, B \in \mathcal{B}(\mathcal{H})$. Consequently, $\mathcal{D}_{x}$ will be operations if $\tilde{\mathscr{L}}_{\lambda}$ is a valid QMS. As shown by Fagnola and Umanita (Theorem 3.1 and Proposition 8.1 in Ref. [46]), $\tilde{\mathscr{L}}_{\lambda}$ forms a QMS on $\mathcal{B}(\mathcal{H})$ for any $s \in[0,1]$ if and only if

$$
\begin{equation*}
\left[\mathscr{L}_{\lambda}^{*}, \Omega_{\lambda}^{(-i)}\right]=0 \tag{21}
\end{equation*}
$$

where $\Omega_{\lambda}^{(x)}(\cdot)=\pi_{\lambda}^{i x}(\cdot) \pi_{\lambda}^{-i x}$ denotes the modular automorphism on $\mathcal{B}(\mathcal{H})$ generated by the invariant state $\pi_{\lambda}$, which in turn implies that $\left[\mathscr{L}_{\lambda}^{*}, \Omega_{\lambda}^{(x)}\right]=0$ for all $x \in \mathbb{R}$. Under this assumption one can show that the s-dual generator in (20) is in fact the same for any choice $s \in[0,1]$, thereby singling out a unique dual-reverse QMS. Imposing the condition of quantum detailed balance [47] is sufficient to guarantee (21). Detailed balance ensures that the generator of the QMS is related to its s-dual via

$$
\begin{equation*}
\tilde{\mathscr{L}}_{\lambda}(\cdot)=\mathscr{L}_{\lambda}^{*}(\cdot)-2 i\left[H_{\Lambda},(\cdot)\right] . \tag{22}
\end{equation*}
$$

As shown in Proposition 4.4 of Ref. [46], the constraint (21) implies the existence of a set $\left\{H_{\Lambda},\left\{L_{x}(\lambda)\right\}\right\}$ satisfying the
following:

$$
\begin{align*}
\pi_{\lambda} L_{x}(\lambda) \pi_{\lambda}^{-1} & =e^{-\Delta \phi_{x}(\lambda)} L_{x}(\lambda), \quad \forall x . \\
{\left[H_{\Lambda}, \pi_{\lambda}\right] } & =\sum_{x}\left[L_{x}^{\dagger}(\lambda) L_{x}(\lambda), \pi_{\lambda}\right]=0 . \tag{23}
\end{align*}
$$

Here $\Delta \phi_{x}(\lambda)=\phi_{i}(\lambda)-\phi_{j}(\lambda)$ for all $(i, j)$ such that $\left\langle\pi_{i}(\lambda)\right| L_{x}(\lambda)\left|\pi_{j}(\lambda)\right\rangle \neq 0$. It is straightforward to see from the privileged representation (23) that the Kraus operators acting on the system satisfy

$$
\begin{equation*}
\pi_{\lambda} K_{x}(\lambda) \pi_{\lambda}^{-1}=e^{-\Delta \phi_{x}(\lambda)} K_{x}(\lambda), \quad \Delta \phi_{0}(\lambda)=0 \tag{24}
\end{equation*}
$$

By expanding in the eigenstates of $\pi_{\lambda}$, this means that the Kraus operators (8) acting on the system at any given time take the form [10]

$$
\begin{equation*}
K_{x}(\lambda)=\sum_{i j} m_{i j}^{x}(\lambda)\left|\pi_{i}(\lambda)\right\rangle\left\langle\pi_{j}(\lambda)\right|, \tag{25}
\end{equation*}
$$

with $m_{i j}^{x}(\lambda)=0$ if $\phi_{i}(\lambda)-\phi_{j}(\lambda) \neq \Delta \phi_{x}(\lambda)$. In other words, all quantum jumps that take place come with a well-defined change in the nonequilibrium potential $\Delta \phi_{x}(\lambda)$, caused by transitions between superpositions of eigenstates of the fixed point $\pi_{\lambda}$. Before proceeding, we will now introduce a useful identity stemming from (24). For a Kraus operator $K_{x}(\lambda)$ belonging to the privileged representation (24), one has (see Appendix A for proof)

$$
\begin{equation*}
\pi_{\lambda}^{u} K_{x}(\lambda) \pi_{\lambda}^{-u}=e^{-u \Delta \phi_{x}(\lambda)} K_{x}(\lambda), \quad u \in \mathbb{R} . \tag{26}
\end{equation*}
$$

As such, recalling that $\mathcal{E}_{x}^{*}(\cdot):=K_{x}^{\dagger}(\cdot) K_{x}$, then by (15) and (26) it follows that the dual reverse operations are given by

$$
\begin{equation*}
\mathcal{D}_{x}=e^{\Delta \phi_{x}(\lambda)} \mathcal{E}_{x}^{*} \tag{27}
\end{equation*}
$$

which is notably independent of $s$. Finally, using Eqs. (13), (17), and (27), we may reduce (18) to

$$
\begin{equation*}
\sigma(\gamma)=\Delta s(v, \mu)-\sum_{n=0}^{N} \Delta \phi_{x_{n}}\left(\lambda_{n}\right) \tag{28}
\end{equation*}
$$

where $\Delta s(\nu, \mu)=\ln \left(p_{\mu}(\lambda(0))\right)-\ln \left(p_{\nu}(\lambda(\tau))\right)$. The identification of (28) as the nonadiabatic entropy production was previously obtained by Manzano et al. [10]. This quantity can be understood as a sum of the change in surprisal associated with the system's boundary conditions $(\mu, \nu)$ and the total change in the nonequilibrium potential $\Phi_{\lambda(t)}$ along the sequence $\left(x_{0}, \ldots, x_{N}\right)$.

## III. EXACT EXPRESSION OF THE MOMENT GENERATING FUNCTION FOR ENTROPY PRODUCTION AND WORK

So far we have not placed any assumptions about the form of the steady state $\pi_{\lambda}$. Henceforth we assume the steady state to be a canonical Gibbs ensemble with Hamiltonian $H_{\Lambda}$ and inverse temperature $\beta=1 / T$ (we set $k_{B}=1$ throughout), driven by temperature variations and changes in a set of mechanical parameters $\Lambda$ :

$$
\begin{equation*}
\pi_{\lambda}=\frac{e^{-\beta H_{\Lambda}}}{\mathcal{Z}_{\lambda}}, \quad \lambda=\{\beta, \Lambda\} \tag{29}
\end{equation*}
$$

with $\mathcal{Z}_{\lambda}:=\operatorname{Tr}\left(e^{-\beta H_{\Lambda}}\right)$ the partition function. The process is then described by a curve in the parameter space

$$
\begin{equation*}
\lambda: t \mapsto \lambda(t):=\{\beta(t), \Lambda(t)\} . \tag{30}
\end{equation*}
$$

We note that since the stationary states $\pi_{\lambda}$ are of Gibbs form, then so long as $\mathscr{L}_{\lambda}$ admits a privileged representation it follows that the system will also obey time-translation covariance. Consider the unitary representation of the timetranslation group $U: \mathbb{R} \ni g \mapsto U(g)=e^{i g H_{\Lambda}}$, generated by the Hamiltonian $H_{\Lambda} \in \mathcal{B}(\mathcal{H})$. The unital QMS $\left\{e^{\theta \mathscr{L}_{\lambda}^{*}}\right.$ : $\mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}), \theta \geqslant 0\}$ obeys time-translation covariance if for all $\theta>0$ and $g \in \mathbb{R}, e^{\theta \mathscr{L}_{\lambda}^{*}} \circ \mathcal{U}_{g}=\mathcal{U}_{g} \circ e^{\theta \mathscr{L}_{\lambda}^{*}}$, where $\mathcal{U}_{g}(\cdot):=U(g)(\cdot) U^{\dagger}(g)$. Alternatively, this condition can be stated as the commutation relation

$$
\begin{equation*}
\left[\mathscr{L}_{\lambda}^{*}, \mathscr{H}_{\Lambda}\right]=0 \tag{31}
\end{equation*}
$$

where we define the superoperator $\mathscr{H}_{\Lambda}(\cdot):=i\left[H_{\Lambda},(\cdot)\right]$. However, since $\pi_{\lambda}=e^{-\beta H_{\Lambda}} / \mathcal{Z}_{\lambda}$, then $\Omega_{\lambda}^{(x)}=\mathcal{U}_{-\beta x}$, and so (21) implies time-translation covariance (31).

When $\pi_{\lambda}$ is given by (29), the nonadiabatic entropy production becomes

$$
\begin{equation*}
\sigma(\gamma)=\Delta s(\nu, \mu)-\sum_{n=0}^{N} \beta_{n} \Delta e_{x_{n}}\left(\Lambda_{n}\right) \tag{32}
\end{equation*}
$$

where $\Delta e_{x_{n}}\left(\Lambda_{n}\right)$ denotes the heat absorption caused by Kraus operator $K_{x_{n}}$, defined as the difference between energy eigenvalues of the instantaneous Hamiltonian $H\left(\Lambda_{n}\right)$. While entropy production quantifies the irreversibility of the process, one may also consider the work done on the system. For a system that remains in instantaneous equilibrium, this is a deterministic quantity given by

$$
\begin{equation*}
\mathcal{W}:=\int_{0}^{\tau} d t \operatorname{Tr}\left(\dot{H}_{\Lambda(t)} \pi_{\lambda(t)}\right) \tag{33}
\end{equation*}
$$

This quantity defines the adiabatic work done [48] and typically cannot be extracted in finite time. Outside the adiabatic limit, the total work done becomes a stochastic quantity dependent on the trajectory $\gamma$, which is given by

$$
\begin{align*}
w(\gamma): & =\Delta U(\gamma)-Q(\gamma) \\
= & \Delta F+T(0) \ln \left(p_{\mu}(\lambda(0))\right)-T(\tau) \ln \left(p_{\nu}(\lambda(\tau))\right) \\
& -\sum_{n=0}^{N} \Delta e_{x_{n}}\left(\Lambda_{n}\right) \tag{34}
\end{align*}
$$

where: $\Delta U(\gamma):=\operatorname{Tr}\left(H_{\Lambda(\tau)} \Pi_{v}(\lambda(\tau))\right)-\operatorname{Tr}\left(H_{\Lambda(0)} \Pi_{\mu}(\lambda(0))\right)$ is the increase in internal energy along the entire trajectory $\gamma$, while $Q(\gamma):=\sum_{n=0}^{N} \Delta e_{x_{n}}\left(\Lambda_{n}\right)$ is the total heat absorbed; and $\Delta F=T(0) \ln \mathcal{Z}_{\lambda(0)}-T(\tau) \ln \mathcal{Z}_{\lambda(\tau)}$ is the change in equilibrium free energy. This identification follows from the steady-state boundary conditions (11) and the first law of thermodynamics. Throughout this manuscript we will also be concerned with the nonadiabatic work, given by the difference between the total work and the adiabatic work:

$$
\begin{equation*}
\tilde{w}(\gamma):=w(\gamma)-\mathcal{W} . \tag{35}
\end{equation*}
$$

We wish to study the higher-order moments in entropy production and nonadiabatic work, which can be determined from the two-variable moment generating function (MGF), defined
via the Laplace transform of the joint distribution $P(\sigma, \tilde{w})$. Formally, the joint distribution is constructed from

$$
\begin{equation*}
P(\sigma, \tilde{w})=\sum_{\{\gamma\}} \delta[\sigma-\sigma(\gamma)] \delta[\tilde{w}-\tilde{w}(\gamma)] p(\gamma) \tag{36}
\end{equation*}
$$

Then the MGF is

$$
\begin{equation*}
\mathcal{G}_{\sigma, \tilde{w}}(u, v):=\sum_{\{\gamma\}} p(\gamma) e^{-u \sigma(\gamma)-v \tilde{w}(\gamma)}, \quad u, v \in \mathbb{R} \tag{37}
\end{equation*}
$$

We stress that while we sum over discrete trajectories such as (12), one must subsequently take the continuum limit $\delta t \rightarrow 0$. As we show in Appendix B, the MGF can be exactly determined using the privileged representation (23):

$$
\begin{equation*}
\mathcal{G}_{\sigma, \tilde{w}}(u, v)=\operatorname{Tr}\left(\overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\delta \Upsilon_{\lambda}^{(u, v)} \star\right)\left(\pi_{\lambda(0)}\right)\right), \tag{38}
\end{equation*}
$$

where $A \star(\cdot):=A(\cdot)+(\cdot) A^{\dagger}$, and

$$
\begin{equation*}
\Upsilon_{\lambda}^{(u, v)}:=-\int_{0}^{(u \beta+v) / 2} d s e^{-s \tilde{H}_{\lambda}} \dot{H}_{\Lambda} e^{s \tilde{H}_{\lambda}}-\frac{u}{2} \dot{\beta} H_{\Lambda} \tag{39}
\end{equation*}
$$

with $\tilde{H}_{\lambda}:=H_{\Lambda}-F_{\lambda} \mathbb{I}$, and shifted operators with respect to equilibrium denoted $\delta A_{\lambda}:=A_{\lambda}-\operatorname{Tr}\left(A_{\lambda} \pi_{\lambda}\right) \mathbb{I}$.

Once the MGF is determined, one may introduce the corresponding cumulant generating function (CGF), given by

$$
\begin{equation*}
\mathcal{K}_{\sigma, \tilde{w}}:=\ln \left(\mathcal{G}_{\sigma, \tilde{w}}(u, v)\right) . \tag{40}
\end{equation*}
$$

This function determines the cumulants of the entropy production and nonadiabatic work from

$$
\begin{align*}
& \left\langle\Delta \sigma^{k}\right\rangle:=\left.(-1)^{k} \frac{d^{k}}{d u^{k}} \mathcal{K}_{\sigma, \tilde{w}}\right|_{u=v=0} \\
& \left\langle\Delta \tilde{w}^{k}\right\rangle:=\left.(-1)^{k} \frac{d^{k}}{d v^{k}} \mathcal{K}_{\sigma, \tilde{w}}\right|_{u=v=0} \tag{41}
\end{align*}
$$

with $\left\langle\Delta \sigma^{1}\right\rangle=\langle\sigma\rangle$ the average, $\left\langle\Delta \sigma^{2}\right\rangle=\left\langle\sigma^{2}\right\rangle-\langle\sigma\rangle^{2}$ the variance, and so on for the higher cumulants of entropy production. For the nonadiabatic work, we note that while $\left\langle\Delta \tilde{w}^{1}\right\rangle=\langle w\rangle-\mathcal{W}$, all higher cumulants $k>1$ are in fact equivalent to the cumulants of the total work done (34), namely $\left\langle\Delta \tilde{w}^{k}\right\rangle=\left\langle\Delta w^{k}\right\rangle$.

## IV. SLOW-DRIVING APPROXIMATION FOR THE CGF

In general, computing the moment generating function (38) is difficult as it requires solving the time-ordered Lindblad master equation. However, if the speed at which the control parameters $\lambda$ are varied is slow compared to the relaxation timescale of the open system dynamics, then we can expect the engine to remain close to the instantaneous steady state $\pi_{\lambda}$ at all times. In this regime the quantum jump trajectories become almost indistinguishable from their time-reversed counterparts (16), meaning that average entropy production is small. Previously, these approximations have been evaluated for $\langle\sigma\rangle$ in both classical [49] and quantum systems [50]. Here we will perform an analogous approximation of the full MGF (38) for slow transitions between steady states (11). Given that the protocol's duration is $\tau$, we shall define the speed of the protocol as $\epsilon:=1 / \tau$, so that the slow-driving limit is achieved
when $\left(t^{\mathrm{eq}} \epsilon\right)^{2} \ll 1$ with $t^{\mathrm{eq}}$ the intrinsic relaxation timescale. Note that this timescale is determined by $t^{\mathrm{eq}}=1 / \Delta g$, where $\Delta g$ is the spectral gap of the generator [51]. If we order the eigenvalues $\left\{l_{n}\left(\mathscr{L}_{\lambda}\right)\right\}$ of $\mathscr{L}_{\lambda}$ in terms of their real parts, with $l_{0}\left(\mathscr{L}_{\lambda}\right)=0$, then the spectral gap is equal to the negative real part of the second largest eigenvalue $\Delta g=-\operatorname{Re}\left(l_{1}\left(\mathscr{L}_{\lambda}\right)\right)$. For convenience, we shall work in the rescaled coordinate $t^{\prime}:=\epsilon t$, so that $\tilde{\lambda}\left(t^{\prime}\right):=\lambda(t)$ and $\tilde{\rho}_{t^{\prime}}:=\rho_{t}$. Next we need to utilize the Drazin inverse $\mathscr{L}_{\lambda}^{+}$for the generator $\mathscr{L}_{\lambda}$. This superoperator is defined implicitly as the solution to the following set of equations [52]:
(i) $\operatorname{Tr}\left(\mathscr{L}_{\lambda}^{+}(A)\right)=0$ for all $A \in \mathcal{T}(\mathcal{H})$.
(ii) $\mathscr{L}_{\lambda} \mathscr{L}_{\lambda}^{+}(A)=\mathscr{L}_{\lambda}^{+} \mathscr{L}_{\lambda}(A)=A-\operatorname{Tr}(A) \pi_{\lambda}$.
(iii) $\mathscr{L}_{\lambda}^{+}\left(\pi_{\lambda}\right)=0$.

One may show that these conditions yield a unique solution given by the following [50]:

$$
\begin{equation*}
\mathscr{L}_{\lambda}^{+}(\cdot):=-\int_{0}^{\infty} d \theta e^{\theta \mathscr{L}_{\lambda}}\left[(\cdot)-\pi_{\lambda} \operatorname{Tr}(.)\right] . \tag{42}
\end{equation*}
$$

By introducing the Drazin inverse, the dynamical equation $\dot{\rho}_{t}=\mathscr{L}_{\lambda(t)}\left(\rho_{t}\right)$ may be inverted in under these rescaled coordinates to give [53]:

$$
\begin{equation*}
\tilde{\rho}_{t^{\prime}}=\pi_{\tilde{\lambda}\left(t^{\prime}\right)}+\epsilon \mathscr{L}_{\tilde{\lambda}\left(t^{\prime}\right)}^{+}\left[\dot{\pi}_{\tilde{\lambda}\left(t^{\prime}\right)}\right]+\mathcal{O}\left(\epsilon^{2}\right) \tag{43}
\end{equation*}
$$

which holds $\forall t^{\prime} \in[0,1]$. Note that since it is assumed that the derivative of $\lambda$ vanishes at the initial and final point in time, the system begins and ends in the same equilibrium state. We next introduce the quantum covariance $[32,54]$, which is a noncommutative generalization of the classical covariance $\operatorname{cov}(a, b)=\langle a b\rangle-\langle a\rangle\langle b\rangle$, defined as

$$
\begin{equation*}
\operatorname{cov}_{\lambda}^{(s)}(A, B):=\operatorname{Tr}\left(A \pi_{\lambda}^{s} B \pi_{\lambda}^{1-s}\right)-\operatorname{Tr}\left(A \pi_{\lambda}\right) \operatorname{Tr}\left(B \pi_{\lambda}\right) \tag{44}
\end{equation*}
$$

where $s \in \mathbb{R}$. Using this we present the key technical result of this manuscript, with the proof provided in Appendix C: If the generator $\mathscr{L}_{\lambda}$ obeys detailed balance (22), then the slowdriving approximation of the CGF (40) when $\left(t^{\mathrm{eq}} \epsilon\right)^{2} \ll 1$ reads

$$
\begin{align*}
\mathcal{K}_{\sigma, \tilde{w}}(u, v) \simeq & -\int_{0}^{\tau} d t\left[\beta^{2} \bar{C}_{\lambda}^{(u+T v)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)+\left(u-u^{2}\right) \dot{\beta}^{2}\right. \\
& \left.\times C_{\lambda}^{(0)}\left(H_{\lambda}, H_{\lambda}\right)+f_{T}(u, v) \dot{\beta} \beta C_{\lambda}^{(0)}\left(\dot{H}_{\lambda}, H_{\lambda}\right)\right] . \tag{45}
\end{align*}
$$

Here we define the correlation function

$$
\begin{equation*}
C_{\lambda}^{(s)}(A, B):=\int_{0}^{\infty} d \theta \operatorname{cov}_{\lambda}^{(s)}(A(\theta), B(0)) \tag{46}
\end{equation*}
$$

with $A(\theta):=e^{\theta \mathscr{L}_{\lambda}^{*}}(A)$ an observable evolved in the Heisenberg picture at a fixed control parameter $\lambda$. We have also defined the symmeterized correlation function by

$$
\begin{equation*}
\bar{C}_{\lambda}^{(y)}(A, B):=\int_{0}^{y} d s \int_{s}^{1-s} d s^{\prime} \mathcal{C}_{\lambda}^{\left(s^{\prime}\right)}(A, B) \tag{47}
\end{equation*}
$$

Additionally the function $f_{T}(u, v)$ is given by

$$
\begin{equation*}
f_{T}(u, v):=T v-2 u(u+T v-1) \tag{48}
\end{equation*}
$$

Our approximation (45) characterizes all work and entropy production cumulants via (41), which now avoids the cumbersome task of computing the time-ordered exponential in (38).

As an example of its application, we can straightforwardly obtain expressions for the average and variance in entropy production, as well as the work done. To do this, we note the useful Leibniz rule for differentiating integral functions. This states that, given the function $g(t):=\int_{a(t)}^{b(t)} f(z, t) d z$, then

$$
\begin{equation*}
\frac{d}{d t} g(t)=\int_{a(t)}^{b(t)} \partial_{t} f(z, t) d z+f(b(t), t) \frac{d b}{d t}-f(a(t), t) \frac{d a}{d t} \tag{49}
\end{equation*}
$$

Applying this to (45) yields the following expressions for the average entropy production and variance:

$$
\begin{align*}
\langle\sigma\rangle & \simeq \int_{0}^{\tau} d t \int_{0}^{1} d s C_{\lambda}^{(s)}\left(\dot{\Phi}_{\lambda}, \dot{\Phi}_{\lambda}\right) \\
\left\langle\Delta \sigma^{2}\right\rangle & \simeq \int_{0}^{\tau} d t\left[C_{\lambda}^{(1)}\left(\dot{\Phi}_{\lambda}, \dot{\Phi}_{\lambda}\right)+C_{\lambda}^{(0)}\left(\dot{\Phi}_{\lambda}, \dot{\Phi}_{\lambda}\right)\right] \tag{50}
\end{align*}
$$

Similarly, for the work done we find

$$
\begin{align*}
\langle w\rangle & \simeq \mathcal{W}+\int_{0}^{\tau} d t \int_{0}^{1} d s C_{\lambda}^{(s)}\left(\dot{H}_{\lambda}, \dot{\Phi}_{\lambda}\right) \\
\left\langle\Delta w^{2}\right\rangle & \simeq \int_{0}^{\tau} d t\left[C_{\lambda}^{(1)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)+C_{\lambda}^{(0)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)\right] . \tag{51}
\end{align*}
$$

These expressions for the average work and variance under slow driving were previously obtained in Ref. [34] for the case of a fixed temperature Markovian master equation.

## V. JOINT FLUCTUATION THEOREM AND UNCERTAINTY RELATIONS FOR WORK AND ENTROPY PRODUCTION

The structure of (45) allows one to obtain some notable results on the property of the joint distribution $P(\sigma, \tilde{w})$. As we show in Appendix D, the CGF satisfies the following symmetry:

$$
\begin{equation*}
\mathcal{K}_{\sigma, \tilde{w}}(u, v)=\mathcal{K}_{\sigma, \tilde{w}}(1-u,-v) . \tag{52}
\end{equation*}
$$

Taking the inverse Laplace transform of the equivalent relation $\mathcal{G}_{\sigma, \tilde{w}}(u, v)=\mathcal{G}_{\sigma, \tilde{w}}(1-u,-v)$, we obtain a detailed fluctuation relation for the nonadiabatic work and entropy production:

$$
\begin{equation*}
\frac{P(\sigma, \tilde{w})}{P(-\sigma,-\tilde{w})}=e^{\sigma} \tag{53}
\end{equation*}
$$

This type of relation is often referred to as the Evan-Searles or exchange fluctuation theorem [55]. It can be seen as a stronger version of the standard fluctuation theorem, since it only involves the probability distribution $P(\sigma, \tilde{w})$ and does not depend on the distribution of the time-reversed process $\tilde{P}(\sigma, \tilde{w})$ (compare with, e.g., Ref. [20,21,35]). Typically DFTs of the form (53) apply to autonomous systems exchanging conserved quantities $[56,57]$, or to systems driven by timesymmetric protocols [58]. Our result thus extends the domain of applicability of (53) to arbitrary protocols in the slowdriving regime, which is valid whenever the control variables of the system are varied slowly in comparison to the relaxation timescale of the system.

Going further, the fluctuation relation (53) also implies a TUR connecting the average work, its fluctuations, and
dissipation:

$$
\begin{equation*}
\frac{\left\langle\Delta w^{2}\right\rangle\langle\sigma\rangle}{(\langle w\rangle-\mathcal{W})^{2}} \geqslant 2 \tag{54}
\end{equation*}
$$

This follows from the results established in Refs. [22,23,59] and the assumption $\langle\sigma\rangle^{2} \ll 1$ valid for slow driving. In Ref. [36] we demonstrate that (54) may be used to derive a finite time correction to the Carnot bound for periodically driven quantum heat engines and can in fact be made tighter by taking into account the impact of quantum coherence generated during the process.

## VI. FLUCTUATION-DISSIPATION RELATION FOR ENTROPY PRODUCTION BEYOND DETAILED BALANCE

Finally, our results can be used to derive a fluctuationdissipation relation for the nonadiabatic entropy production alone. In fact, to arrive at this we can drop the assumption of a thermal steady state and instead leave this arbitrary, denoted simply by $\pi_{\lambda}$ such that $\mathscr{L}_{\lambda}\left(\pi_{\lambda}\right)=0$. This could include examples such as the generalized Gibbs ensemble [60] or the squeezed thermal state [61]. Furthermore, we may also drop the assumption of detailed balance (22) and instead only require the existence of a privileged representation for the quantum jump trajectories, which is ensured by imposing (21). Note, however, that the existence of a privileged representation requires that the stationary state commutes with the Hamiltonian in (10) [10]. In this setting we return to the more abstract notion of stochastic entropy production as a measure of time-reversal asymmetry (18), namely $\sigma(\gamma):=$ $\ln (p(\gamma) / \tilde{p}(\tilde{\gamma}))$. Following the same steps we took to arrive at (38), one finds the MGF for the entropy production to be

$$
\begin{equation*}
\mathcal{G}_{\sigma}(u)=\operatorname{Tr}\left(\overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\Upsilon_{\lambda}^{(u)} \star\right)\left(\pi_{\lambda(0)}\right)\right) \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
\Upsilon_{\lambda}^{(u)}:=-\int_{0}^{u / 2} d s \pi_{\lambda}^{s} \dot{\Phi}_{\lambda} \pi_{\lambda}^{-s} \tag{56}
\end{equation*}
$$

As shown in Appendix E, the slow-driving approximation for the corresponding CGF will be

$$
\begin{equation*}
\mathcal{K}_{\sigma}(u) \simeq-\int_{0}^{\tau} d t \bar{C}_{\lambda}^{(u)}\left(\dot{\Phi}_{\lambda}, \dot{\Phi}_{\lambda}\right) \tag{57}
\end{equation*}
$$

where $\bar{C}$ is the correlation function defined in (47). This generaizes the formula derived in Ref. [32] to master equations with arbitrary steady states without a requirement of detailed balance or time-translational covariance (31). Following the same steps as the derivation of (52), the symmetry $\mathcal{K}_{\sigma}(u)=$ $\mathcal{K}_{\sigma}(1-u)$ implies a detailed fluctuation theorem

$$
\begin{equation*}
\frac{P(\sigma)}{P(-\sigma)}=e^{\sigma} \tag{58}
\end{equation*}
$$

which implies an inequality between the average and variance in entropy production [22,23,59]:

$$
\begin{equation*}
\left\langle\Delta \sigma^{2}\right\rangle \geqslant 2\langle\sigma\rangle \tag{59}
\end{equation*}
$$

On further inspection, one finds from the expressions (50) that the above inequality may be refined as

$$
\begin{equation*}
\left\langle\Delta \sigma^{2}\right\rangle=2\left(\langle\sigma\rangle+\Delta \mathcal{I}_{\sigma}\right) \tag{60}
\end{equation*}
$$



FIG. 1. Here we simulate the single-ion engine, defined by the protocol in (64), with the parameters $\omega_{0}=1, T_{h}=2$, and $\tau=100$, where we choose units of $\hbar=k_{B}=1$. (a) The TUR (54), as a function of $t^{\text {eq }}:=1 / \Gamma$ and $T_{c}$. (b) The FDR (59) as a function of $t^{\text {eq }}:=1 / \Gamma$ and $T_{c}$.
where we identify the positive quantum correction

$$
\begin{equation*}
\Delta \mathcal{I}_{\sigma}:=\int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \mathcal{I}_{\lambda}\left(\dot{\Phi}_{\lambda}(\theta), \dot{\Phi}_{\lambda}(0)\right) \geqslant 0 \tag{61}
\end{equation*}
$$

Here we introduce the skew covariance $\mathcal{I}_{\lambda}(A, B):=$ $-\frac{1}{2} \int_{0}^{1} d s \operatorname{Tr}\left(\left[A, \pi_{\lambda}^{s}\right]\left[B, \pi_{\lambda}^{1-s}\right]\right)$, which is a strictly nonclassical measure of covariance between the observables $A, B$ [62,63]. The equality (60) is a quantum FDR for the entropy production of general open systems that admit a privileged representation. This generalizes the FDR given in Ref. [34], which was restricted to systems with thermal fixed points under the condition of detailed balance. The term (61) quantifies any additional quantum fluctuations in the current operator $\dot{\Phi}_{\lambda}$ during a slow process. Similarly to the findings in Ref. [34], we can conclude that quantum friction $[64,65]$ with respect to observable $\dot{\Phi}_{\lambda}$ increases the overall fluctuations in entropy production relative to the average dissipation. This reaffirms a number of recent results demonstrating that quantum coherence is a detrimental resource to thermodynamic processes in the slow driving or linear response regime $[15,33,48,66-$ 68]. This result also extends the FDR derived by Mandal and Jarzysnki [37] that was applicable to the entropy production for transitions between classical nonequilibrium steady states. We may also infer that this quantum friction imparts a non-Gaussian shape in the distribution $P(\sigma)$ [32], which contrasts with the expected Gaussian shape found in the classical stochastic regime [69].

## VII. SINGLE-ION HEAT ENGINE

To illustrate our derivations for the cumulant generating function, we consider a model of a single ion in contact with a thermal bath, with the driving protocol $\lambda: t \mapsto \lambda(t):=$ $\{\beta(t), \omega(t)\}$, with $\omega(t)$ the frequency and $\beta(t):=1 / T(t)$ the inverse temperature of the thermal bath. This can be used to build a heat engine, as we discuss in Ref. [36]. The engine can be modelled using a master equation for the damped harmonic oscillator:

$$
\begin{equation*}
\mathscr{L}_{\lambda}(\cdot)=-i \omega\left[a_{\omega}^{\dagger} a_{\omega},(\cdot)\right]+\Gamma\left(N_{\beta}+1\right) \mathcal{D}_{a_{\omega}}[\cdot]+\Gamma \mathcal{D}_{a_{\omega}^{\dagger}}[\cdot], \tag{62}
\end{equation*}
$$

with $\mathcal{D}_{X}[\cdot]:=X(\cdot) X^{\dagger}-\frac{1}{2}\left\{X^{\dagger} X,(\cdot)\right\}$. Here the Hamiltonian is $H_{\omega}=\omega\left(a_{\omega}^{\dagger} a_{\omega}+\frac{1}{2}\right)$ with $\omega$ the time-dependent frequency, $a_{\omega}=\sqrt{\omega / 2}(x+i p / \omega)$ is the creation operator with unit mass, $\Gamma$ is the damping rate, and $N_{\beta}:=1 /\left(e^{\beta \omega}-1\right)$ is the Bose-Einstein distribution. As a technical remark, we note that the observables of interest for a harmonic oscillator, such as the Hamiltonian, are unbounded, whereas our results thus far have been framed in terms of bounded operators. Notwithstanding, the model we consider admits a Master equation obeying detailed balance, and thus falls within the domain of applicability of our main results [70].

In Appendix F, we provide a detailed derivation of the cumulant generating function $\mathcal{K}_{\sigma, \tilde{w}}(u, v)$ for the joint statistics of work and entropy production, given as

$$
\begin{align*}
\mathcal{K}_{\sigma, \tilde{w}}(u, v)= & -\int_{0}^{\tau} d t \frac{e^{\beta \omega}}{\left(e^{\beta \omega}-1\right)^{2}} \\
& \times\left(\beta^{2} \dot{\omega}^{2}\left\{-\frac{\Gamma \sinh \left(\beta\left(u+\beta^{-1} v-1\right) \omega\right) \sinh \left(\beta\left(u+\beta^{-1} v\right) \omega\right)}{\beta^{2} \omega^{2}\left(\Gamma^{2}+4 \omega^{2}\right)}+\frac{1}{\Gamma}\left(u+\beta^{-1} v\right)\left(1-u-\beta^{-1} v\right)\right\}\right. \\
& \left.+\left(u-u^{2}\right) \dot{\beta}^{2} \frac{\omega^{2}}{\gamma}+\left[\beta^{-1} v-2 u\left(u+\beta^{-1} v-1\right)\right] \dot{\beta} \beta \frac{\omega \dot{\omega}}{\Gamma}\right) \tag{63}
\end{align*}
$$

from which we obtain the first two moments of work and entropy production. These expressions are used in Ref. [36] to analyze the power, efficiency, and reliability
of a periodically driving heat engine in the slow driving, Markovian regime. In Fig. 1, we use these expressions to verify the inequalities (54) and (59), for the protocol defined
by

$$
\begin{align*}
& \omega(t)=\omega_{0}\left[1+\frac{1}{2} \sin \left(\frac{2 \pi t}{\tau}\right)+\frac{1}{4} \sin \left(\frac{4 \pi t}{\tau}+\pi\right)\right] \\
& \beta(t)=\beta_{c}+\left(\beta_{h}-\beta_{c}\right) \sin ^{2}\left(\frac{\pi t}{\tau}\right) \tag{64}
\end{align*}
$$

where $\beta_{c}>\beta_{h}$ and $\omega_{0}>0$.

## VIII. CONCLUSIONS

In this paper we have derived a general expression (38) for the joint cumulant generating function-of nonadiabatic work and entropy production-for systems driven away from equilibrium. Our analysis is formulated within the quantum trajectory approach to stochastic thermodynamics and is applicable to Markovian systems governed by a Lindblad master equation, whose instantaneous stationary states are of Gibbs form. Assuming that the Gibbs state is the unique stationary state, and the detailed balance condition holds, we then used adiabatic perturbation theory to derive a simplified expression (45) for this function in the regime of slow driving. From this we were able to obtain a new joint detailed fluctuation theorem for work and entropy production in (53) that holds whenever
the system is close to equilibrium throughout the driving. We additionally obtained a slow-driving approximation for the cumulant generating function of entropy production alone (57), valid for arbitrary unique steady states and systems that do not necessarily fulfill detailed balance, which also lead to a detailed fluctuation theorem (58). Finally, we showed that these fluctuation theorems provide a quantum trajectory derivation of a number of recent results concerning quantum thermodynamic uncertainty relations [36] and fluctuation dissipation relations [32,34].
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## APPENDIX A: PROOF OF (26)

Let $p_{0}>0$ denote the smallest eigenvalue of $\pi_{\lambda}$. For any $u \in \mathbb{R}$ the real-valued function $f(z)=z^{u}$ is continuous on the bounded interval $\left[p_{0}, 1\right]$, and so by the Stone-Weierstrass theorem can be uniformly approximated by a polynomial $f(z)=$ $\sum_{k} c_{k} z^{k}$ on $\left[p_{0}, 1\right]$. For a polynomial we find

$$
\begin{align*}
f\left(\pi_{\lambda}\right) K_{x}(\lambda) & =\sum_{k} c_{k} \pi_{\lambda}^{k} K_{x}(\lambda) \\
& =K_{x}(\lambda) \sum_{k} c_{k} e^{-k \Delta \phi_{x}(\lambda)} \pi_{\lambda}^{k} \\
& =K_{x}(\lambda) \sum_{k} c_{k}\left(e^{-\Delta \phi_{x}(\lambda)} \pi_{\lambda}\right)^{k} \\
& =K_{x}(\lambda) f\left(e^{-\Delta \phi_{x}(\lambda)} \pi_{\lambda}\right) \tag{A1}
\end{align*}
$$

where we used (24) in the second line. Since $f(z)=z^{u}$ we therefore have

$$
\begin{equation*}
\pi_{\lambda}^{u} K_{x}(\lambda)=e^{-u \Delta \phi_{x}(\lambda)} K_{x}(\lambda) \pi_{\lambda}^{u} \tag{A2}
\end{equation*}
$$

## APPENDIX B: DERIVATION OF (38)

Let us first define the evolution map $e^{\delta t} \mathscr{L}_{\lambda_{n}}=\sum_{x_{n}} K_{x_{n}}\left(\lambda_{n}\right)(\cdot) K_{x_{n}}^{\dagger}\left(\lambda_{n}\right)$, with $\delta t:=\max \left|t_{n+1}-t_{n}\right|$, for the components of the product (7), and recall the steady-state boundary conditions (11), $\rho_{0}=\pi_{\lambda_{0}}=\sum_{\mu} p_{\mu}\left(\lambda_{0}\right) \Pi_{\mu}\left(\lambda_{0}\right)$ and $\rho_{\tau}=\pi_{\lambda_{N+1}}=$ $\sum_{v} p_{v}\left(\lambda_{N+1}\right) \Pi_{v}\left(\lambda_{N+1}\right)$. Therefore, defining $y_{n}:=u+T_{n} v$, and combining (13) with (32), (35), and (37), we obtain

$$
\begin{aligned}
& \mathcal{G}_{\sigma, \tilde{w}}(u, v)=\sum_{\mu, v} \sum_{\left\{x_{n}\right\}} \operatorname{Tr}\left(\Pi_{v}\left(\lambda_{N+1}\right) K_{x_{N}}\left(\lambda_{N}\right) \ldots K_{x_{0}}\left(\lambda_{0}\right) \Pi_{\mu}\left(\lambda_{0}\right) K_{x_{0}}^{\dagger}\left(\lambda_{0}\right) \ldots K_{x_{N}}^{\dagger}\left(\lambda_{N}\right)\right) \\
& \times p_{v}^{y_{N+1}}\left(\lambda_{N+1}\right) p_{\mu}^{1-y_{0}}\left(\lambda_{0}\right) e^{y_{0} \Delta \phi_{x_{0}}\left(\lambda_{0}\right)} \ldots e^{y_{N} \Delta \phi_{x_{N}}\left(\lambda_{N}\right)} e^{v(\mathcal{W}-\Delta F)}, \\
& =e^{v(\mathcal{W}-\Delta F)} \sum_{\left\{x_{n}\right\}} \operatorname{Tr}\left(\pi_{\lambda_{N+1}}^{y_{N+1}}\left(\pi_{\lambda_{N}}^{-y_{N} / 2} K_{x_{N}}\left(\lambda_{N}\right) \pi_{\lambda_{N}}^{y_{N} / 2}\right) \ldots\right. \\
& \ldots\left(\pi_{\lambda_{0}}^{-y_{0} / 2} K_{x_{0}}\left(\lambda_{0}\right) \pi_{\lambda_{0}}^{y_{0} / 2}\right) \pi_{\lambda_{0}}^{1-y_{0}}\left(\pi_{\lambda_{0}}^{y_{0} / 2} K_{x_{0}}^{\dagger}\left(\lambda_{0}\right) \pi_{\lambda_{0}}^{-y_{0} / 2}\right) \ldots \\
& \left.\ldots\left(\pi_{\lambda_{N}}^{y_{N} / 2} K_{x_{N}}^{\dagger}\left(\lambda_{N}\right) \pi_{\lambda_{N}}^{-y_{N} / 2}\right)\right),
\end{aligned}
$$

$$
\begin{align*}
= & e^{v(\mathcal{W}-\Delta F)} \sum_{\left\{x_{n}\right\}} \operatorname{Tr}\left(\left(\pi_{\lambda(N+1)}^{y_{N+1} / 2} \pi_{\lambda_{N}}^{-y_{N} / 2} K_{x_{N}}\left(\lambda_{N}\right)\right) \ldots\right. \\
& \ldots\left(\pi_{\lambda_{0}}^{y_{1} / 2} \pi_{\lambda_{0}}^{-y_{0} / 2} K_{x_{0}}\left(\lambda_{0}\right)\right) \pi_{\lambda_{0}}\left(K_{x_{0}}^{\dagger}\left(\lambda_{0}\right) \pi_{\lambda_{0}}^{-y_{0} / 2} \pi_{\lambda_{0}}^{y_{1} / 2}\right) \ldots \\
& \left.\ldots\left(K_{x_{N}}^{\dagger}\left(\lambda_{N}\right) \pi_{\lambda_{N}}^{-y_{N} / 2} \pi_{\lambda_{N+1}}^{y_{N+1} / 2}\right)\right), \\
= & e^{v(\mathcal{W}-\Delta F)} \operatorname{Tr}\left(\left(\prod_{n=N}^{0} \mathcal{M}_{u, v}^{(n)}\right)\left(\pi_{\lambda_{0}}\right)\right), \tag{B1}
\end{align*}
$$

where we used $\pi_{\lambda(t)}^{u}=\sum_{\mu} p_{\mu}^{u}(\lambda(t)) \Pi_{\mu}(\lambda(t))$, made use of the privileged representation from (26), and introduced the linear map

$$
\begin{equation*}
\mathcal{M}_{u, v}^{(n)}(\cdot):=\pi_{\lambda_{n+1}}^{\left(u+T_{n+1} v\right) / 2} \pi_{\lambda_{n}}^{-\left(u+T_{n} v\right) / 2} e^{\delta t \mathscr{L}_{\lambda_{n}}}(\cdot) \pi_{\lambda_{n}}^{-\left(u+T_{n} v\right) / 2} \pi_{\lambda_{n+1}}^{\left(u+T_{n+1} v\right) / 2} \tag{B2}
\end{equation*}
$$

We next utilize the Taylor expansion of the exponential operator for $X, Y \in \mathcal{B}(\mathcal{H})$ [71]:

$$
\begin{equation*}
e^{-X-\delta t Y} e^{X}=\mathbb{I}-\delta t \int_{0}^{1} d s e^{-s X} Y e^{s X}+\mathcal{O}\left(\delta t^{2}\right) \tag{B3}
\end{equation*}
$$

For convenience let us introduce the notation $\mathscr{H}_{n}^{(u, v)} \delta t=\left(u \beta_{n+1}+v\right) \tilde{H}_{\lambda_{n+1}}-\left(u \beta_{n}+v\right) \tilde{H}_{\lambda_{n}}$ with $\tilde{H}_{\lambda}=H_{\Lambda}-F_{\lambda} \mathbb{I}$. Since the steady state is thermal, i.e., $\pi_{\lambda}=e^{-\beta \tilde{H}_{\lambda}}$, by using (B3) we obtain

$$
\begin{align*}
\pi_{\lambda_{n+1}}^{\left(u+T_{n+1} v\right) / 2} \pi_{\lambda_{n}}^{-\left(u+T_{n} v\right) / 2} & =\mathbb{I}-\frac{\delta t}{2} \int_{0}^{1} d s e^{-s\left(u \beta_{n}+v\right) \frac{H_{\lambda_{n}}}{2}} \mathscr{H}_{n}^{(u, v)} e^{s\left(u \beta_{n}+v\right) \frac{H_{\lambda_{n}}}{2}}+\mathcal{O}\left(\delta t^{2}\right), \\
& =\exp \left[-\frac{\delta t}{2} \int_{0}^{1} d s e^{-s\left(u \beta_{n}+v\right) \frac{\tilde{H}_{\lambda_{n}}}{2}} \mathscr{H}_{n}^{(u, v)} e^{s\left(u \beta_{n}+v\right) \frac{H_{\lambda_{n}}}{2}}+\mathcal{O}\left(\delta t^{2}\right)\right] . \tag{B4}
\end{align*}
$$

Using the fact that $\pi_{\lambda_{n}}^{-\left(u+T_{n} v\right) / 2} \pi_{\lambda_{n+1}}^{\left(u+T_{n+1} v\right) / 2}=\left(\pi_{\lambda_{n+1}}^{\left(u+T_{n+1} v\right) / 2} \pi_{\lambda_{n}}^{-\left(u+T_{n} v\right) / 2}\right)^{\dagger}$ with $e^{X}(\cdot) e^{X^{\dagger}}:=\exp (X \star)(\cdot)$, and that the terms in (B2) commute to first order in $\delta t$, we have

$$
\begin{equation*}
\mathcal{M}_{u, v}^{(n)}(\cdot)=\exp \left[\delta t \mathscr{L}_{\lambda_{n}}-\frac{\delta t}{2} \int_{0}^{1} d s e^{-s\left(u \beta_{n}+v\right) \tilde{H}_{\lambda_{n}} / 2} \mathscr{H}_{n}^{(u, v)} e^{s\left(u \beta_{n}+v\right) \tilde{H}_{\lambda_{n}} / 2} \star+\mathcal{O}\left(\delta t^{2}\right)\right](\cdot) . \tag{B5}
\end{equation*}
$$

Now observe that

$$
\begin{equation*}
\lim _{\delta t \rightarrow 0} \mathscr{H}_{n}^{(u, v)}=\left.(u \beta+v) \dot{\tilde{H}}_{\lambda}\right|_{\lambda=\lambda\left(t_{n}\right)}+\left.u \dot{\beta} \tilde{H}_{\lambda}\right|_{\lambda=\lambda\left(t_{n}\right)} \tag{B6}
\end{equation*}
$$

Combining (B5) with (B6) along with the time-spitting formula (7), we can evaluate the continuum limit:

$$
\begin{equation*}
\lim _{\delta t \rightarrow 0} \prod_{n=N}^{0} \mathcal{M}_{u}^{(n)}=\overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\Upsilon_{\lambda}^{(u, v)} \star\right)(\cdot)=: \overleftarrow{\mathscr{P}}_{u, v}(\tau, 0)(\cdot) \tag{B7}
\end{equation*}
$$

with

$$
\begin{equation*}
\Upsilon_{\lambda}^{(u, v)}:=-\int_{0}^{(u \beta+v) / 2} d s e^{-s \tilde{H}_{\lambda}} \dot{\tilde{H}}_{\lambda} e^{s \tilde{H}_{\lambda}}-\frac{u}{2} \dot{\beta} \tilde{H}_{\lambda} \tag{B8}
\end{equation*}
$$

Now, let us note that

$$
\begin{align*}
-\operatorname{Tr}\left(\Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)\right) & =u \operatorname{Tr}\left(\left(\beta \dot{\tilde{H}}_{\lambda}+\dot{\beta} \tilde{H}_{\lambda}\right) \pi_{\lambda}\right)+v \operatorname{Tr}\left(\dot{\tilde{H}}_{\lambda} \pi_{\lambda}\right) \\
& =-u \operatorname{Tr}\left(\dot{\pi}_{\lambda}\right)+v \operatorname{Tr}\left(\dot{\tilde{H}}_{\lambda} \pi_{\lambda}\right) \\
& =v \operatorname{Tr}\left(\dot{\tilde{H}}_{\lambda} \pi_{\lambda}\right) \\
& =v \operatorname{Tr}\left(\dot{H}_{\Lambda} \pi_{\lambda}\right)-v \dot{F}_{\lambda} . \tag{B9}
\end{align*}
$$

Taking the integral over time, therefore, yields

$$
\begin{equation*}
-\int_{0}^{\tau} d t \operatorname{Tr}\left(\Upsilon_{\lambda(t)}^{(u, v)} \star\left(\pi_{\lambda(t)}\right)\right)=v \int_{0}^{\tau} d t \operatorname{Tr}\left(\dot{H}_{\Lambda(t)} \pi_{\lambda(t)}\right)-v \Delta F=v(\mathcal{W}-\Delta F) \tag{B10}
\end{equation*}
$$

Now let us apply the definition of a shifted operator $\delta A_{\lambda}:=A_{\lambda}-\operatorname{Tr}\left(A_{\lambda} \pi_{\lambda}\right) \mathbb{I}$ to the current operator, defined in (B8), to obtain

$$
\begin{equation*}
\delta \Upsilon_{\lambda}^{(u, v)}:=\Upsilon_{\lambda}^{(u, v)}-\operatorname{Tr}\left(\Upsilon_{\lambda}^{(u, v)} \pi_{\lambda}\right) \mathbb{I}=-\int_{0}^{(u \beta+v) / 2} d s e^{-s \tilde{H}_{\lambda}} \delta \dot{H}_{\lambda} e^{s \tilde{H}_{\lambda}}-\frac{u}{2} \dot{\beta} \delta H_{\lambda} \tag{B11}
\end{equation*}
$$

where we note that $\delta \tilde{H}_{\lambda}=\delta H_{\lambda}$ and $\delta \dot{\tilde{H}}_{\lambda}=\delta \dot{H}_{\lambda}$. It is then easy to show that (B10) implies that the MGF obeys the identity

$$
\begin{align*}
\mathcal{G}_{\sigma, \tilde{w}}(u, v) & :=e^{v(\mathcal{W}-\Delta F)} \operatorname{Tr}\left(\overleftarrow{\mathscr{P}}_{u, v}(\tau, 0)\left(\pi_{\lambda_{0}}\right)\right) \\
& =\operatorname{Tr}\left(\exp \left(-\int_{0}^{\tau} d t \Upsilon_{\lambda(t)}^{(u, v)} \star\left(\pi_{\lambda(t)}\right)\right) \mathbb{I} \circ \overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\Upsilon_{\lambda}^{(u, v)} \star\right)\left(\pi_{\lambda_{0}}\right)\right) \\
& =\operatorname{Tr}\left(\overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\delta \Upsilon_{\lambda}^{(u, v)} \star\right)\left(\pi_{\lambda_{0}}\right)\right) \tag{B12}
\end{align*}
$$

thus arriving at (38).

## APPENDIX C: DERIVATION OF (45)

Using the perturbative Dyson series with the propagator in (38), we have

$$
\begin{equation*}
\overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\delta \Upsilon_{\lambda}^{(u, v)} \star\right)=\overleftarrow{P}_{0}^{\tau}+\sum_{n=1}^{\infty} \int_{0 \leqslant t_{1} \leqslant \ldots \leqslant t_{n} \leqslant \tau} \overleftarrow{P}_{t_{n}}^{\tau} \circ\left(\delta \Upsilon_{\lambda\left(t_{n}\right)}^{(u, v)} \star\right) \overleftarrow{P}_{t_{n-1}}^{t_{n}} \ldots \overleftarrow{P}_{t_{1}}^{t_{2}} \circ\left(\delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u, v)} \star\right) \overleftarrow{P}_{0}^{t_{1}} \tag{C1}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\overleftarrow{P}_{s}^{t}:=\overleftarrow{\exp }\left(\int_{s}^{t} d t^{\prime} \mathscr{L}_{\lambda\left(t^{\prime}\right)}\right) \tag{C2}
\end{equation*}
$$

Since terms beyond $n=2$ in the sum will be at least order $\mathcal{O}\left(\epsilon^{2}\right)$, we are left with

$$
\begin{equation*}
\overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\delta \Upsilon_{\lambda}^{(u, v)} \star\right) \simeq \overleftarrow{P}_{0}^{\tau}+\int_{0}^{\tau} d t_{1} \overleftarrow{P}_{t_{1}}^{\tau} \circ \delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u, v)} \star \overleftarrow{P}_{0}^{t_{1}}+\int_{0}^{\tau} d t_{2} \int_{0}^{t_{2}} d t_{1} \overleftarrow{P}_{t_{2}}^{\tau} \circ \delta \Upsilon_{\lambda\left(t_{2}\right)}^{(u, v)} \star \overleftarrow{P}_{t_{1}}^{t_{2}} \circ \delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u)} \star \overleftarrow{P}_{0}^{t_{1}} \tag{C3}
\end{equation*}
$$

Applying this propagator to the initial state $\rho_{0}=\pi_{\lambda(0)}$, and taking the trace, we may write

$$
\begin{equation*}
\mathcal{G}_{\sigma, \tilde{w}}(u, v) \simeq 1+\mathcal{G}_{1}(u, v)+\mathcal{G}_{2}(u, v) \tag{C4}
\end{equation*}
$$

where we have defined

$$
\begin{gather*}
\mathcal{G}_{1}(u, v):=\int_{0}^{\tau} d t_{1} \operatorname{Tr}\left(\delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u, v)} \star\left(\rho_{t_{1}}\right)\right),  \tag{C5}\\
\mathcal{G}_{2}(u, v):=\int_{0}^{\tau} d t_{2} \int_{0}^{t_{2}} d t_{1} \operatorname{Tr}\left(\delta \Upsilon_{\lambda\left(t_{2}\right)}^{(u, v)} \star \overleftarrow{P}_{t_{1}}^{t_{2}} \circ \delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u, v)} \star\left(\rho_{t_{1}}\right)\right) . \tag{C6}
\end{gather*}
$$

Here we have used the fact that $\overleftarrow{P}_{t_{n}}^{\tau}$ is trace preserving. Let us first consider $\mathcal{G}_{1}(u, v)$ in the time coordinates $t^{\prime}=\epsilon t_{1}$ which, by use of expansion (43) with $d t_{1}=d t^{\prime} / \epsilon$ and $\delta \Upsilon_{\lambda(t)}^{(u, v)}=\epsilon \delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)}$, can be written as

$$
\begin{align*}
\mathcal{G}_{1}(u, v) & =\int_{0}^{1} d t^{\prime} \operatorname{Tr}\left(\delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star\left(\pi_{\tilde{\lambda}\left(t^{\prime}\right)}\right)\right)+\epsilon \int_{0}^{1} d t^{\prime} \operatorname{Tr}\left(\delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star \mathscr{L}_{\tilde{\lambda}\left(t^{\prime}\right)}^{+}\left(\dot{\pi}_{\tilde{\lambda}\left(t^{\prime}\right)}\right)\right)+\mathcal{O}\left(\epsilon^{2}\right) \\
& =\epsilon \int_{0}^{1} d t^{\prime} \operatorname{Tr}\left(\delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star \mathscr{L}_{\tilde{\lambda}\left(t^{\prime}\right)}^{+}\left(\dot{\pi}_{\tilde{\lambda}\left(t^{\prime}\right)}\right)\right)+\mathcal{O}\left(\epsilon^{2}\right) \tag{C7}
\end{align*}
$$

From (B11) we observe that

$$
\begin{equation*}
\delta \Upsilon_{\lambda}^{(u, v)}+\left(\delta \Upsilon_{\lambda}^{(u, v)}\right)^{\dagger}=-\frac{(\beta u+v)}{2} \int_{-1}^{1} d s e^{-(s(\beta u+v) / 2) \tilde{H}_{\lambda}} \delta \dot{H}_{\lambda} e^{(s(\beta u+v) / 2) \tilde{H}_{\lambda}}-u \dot{\beta} \delta H_{\lambda}, \tag{C8}
\end{equation*}
$$

allowing us to, after converting back into the original time coordinates, reduce (C7) to

$$
\begin{align*}
\mathcal{G}_{1}(u, v) & \simeq \epsilon \int_{0}^{1} d t^{\prime} \operatorname{Tr}\left(\delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star \mathscr{L}_{\tilde{\lambda}_{\left(t^{\prime}\right)}^{+}}^{+}\left(\dot{\pi}_{\tilde{\lambda}\left(t^{\prime}\right)}\right)\right) \\
& =-u \int_{0}^{\tau} d t \dot{\beta} \operatorname{Tr}\left(\delta H_{\lambda} \mathscr{L}_{\lambda}^{+}\left(\dot{\pi}_{\lambda}\right)\right)-\int_{0}^{\tau} d t \frac{(\beta u+v)}{2} \int_{-1}^{1} d s \operatorname{Tr}\left(e^{-(s(\beta u+v) / 2) \tilde{H}_{\lambda}} \delta \dot{H}_{\lambda} e^{(s(\beta u+v) / 2) \tilde{H}_{\lambda}} \mathscr{L}_{\lambda}^{+}\left(\dot{\pi}_{\lambda}\right)\right) \\
& =u \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \dot{\beta} \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\delta H_{\lambda}\right) \dot{\pi}_{\lambda}\right)+\int_{0}^{\tau} d t \frac{(\beta u+v)}{2} \int_{0}^{\infty} d \theta \int_{-1}^{1} d s \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(e^{-(s(\beta u+v) / 2) \tilde{H}_{\lambda}} \delta \dot{H}_{\lambda} e^{(s(\beta u+v) / 2) \tilde{H}_{\lambda}}\right) \dot{\pi}_{\lambda}\right) \tag{C9}
\end{align*}
$$

Turning to the second contribution to the MGF (C6), we first observe that the double integration can be separated according to

$$
\begin{equation*}
\mathcal{G}_{2}(u, v)=\mathcal{G}_{2}^{\prime}(u, v)+\mathcal{G}_{2}^{\prime \prime}(u, v), \tag{C10}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{G}_{2}^{\prime}(u, v)=\frac{1}{2} \int_{0}^{\tau} d t_{2} \int_{0}^{\tau} d t_{1} \operatorname{Tr}\left(\delta \Upsilon_{\lambda\left(t_{2}\right)}^{(u, v)} \star \overleftarrow{P}_{t_{1}}^{t_{2}} \circ \delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u)} \star\left(\rho_{t_{1}}\right)\right) \Theta\left(t_{2}-t_{1}\right),  \tag{C11}\\
& \mathcal{G}_{2}^{\prime \prime}(u, v)=\frac{1}{2} \int_{0}^{\tau} d t_{1} \int_{0}^{\tau} d t_{2} \operatorname{Tr}\left(\delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u, v)} \star \overleftarrow{P}_{t_{2}}^{t_{1}} \circ \delta \Upsilon_{\lambda\left(t_{2}\right)}^{(u, v)} \star\left(\rho_{t_{2}}\right)\right) \Theta\left(t_{1}-t_{2}\right), \tag{C12}
\end{align*}
$$

while $\Theta(x)=0$ for $x<0$ and $\Theta(x)=1$ for $x \geqslant 0$. Consider now the Taylor expansion of the Lindbladian around the point $t=t_{1}$ :

$$
\begin{equation*}
\mathcal{L}_{\lambda(t)}=\left.\mathcal{L}_{\lambda}\right|_{\lambda\left(t_{1}\right)}+\mathcal{O}\left(\dot{\lambda}\left(t_{1}\right)\right) \tag{C13}
\end{equation*}
$$

Substituting this into the time-ordered propagator in $\mathcal{G}_{2}^{\prime}(u, v)$ we find

$$
\begin{align*}
\mathcal{G}_{2}^{\prime}(u, v) & =\frac{1}{2} \int_{0}^{\tau} d t_{1} \int_{0}^{\tau} d t_{2}\left[\operatorname{Tr}\left(\delta \Upsilon_{\lambda\left(t_{2}\right)}^{(u, v)} \star e^{\left(t_{2}-t_{1}\right) \mathscr{L}_{\lambda\left(t_{1}\right)}} \circ \delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u, v)} \star\left(\rho_{t_{1}}\right)\right) \Theta\left(t_{2}-t_{1}\right)+\mathcal{O}\left(\dot{\lambda}\left(t_{1}\right)\right)\right] \\
& =\frac{1}{2} \int_{0}^{\tau} d t_{1} \int_{-t_{1}}^{\tau-t_{1}} d \theta\left[\operatorname{Tr}\left(\delta \Upsilon_{\lambda\left(\theta+t_{1}\right)}^{(u, v)} \star e^{\theta \mathscr{L}_{\lambda\left(t_{1}\right)}} \circ \delta \Upsilon_{\lambda\left(t_{1}\right)}^{(u, v)} \star\left(\rho_{t_{1}}\right)\right) \Theta(\theta)+\mathcal{O}\left(\dot{\lambda}\left(t_{1}\right)\right)\right] \\
& =\frac{1}{2} \int_{0}^{1} d t^{\prime} \int_{-\tau t^{\prime}}^{\tau\left(1-t^{\prime}\right)} d \theta\left[\operatorname{Tr}\left(\delta \Upsilon_{\left.\lambda\left(\theta+t^{\prime}\right) \epsilon\right)}^{(u, v)} \star e^{\theta \mathscr{L}_{\tilde{\lambda}\left(t^{\prime}\right)}} \circ \delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star\left(\tilde{\rho}_{t^{\prime}}\right)\right) \Theta(\theta)+\mathcal{O}\left(\epsilon \dot{\tilde{\lambda}}\left(t_{1}\right)\right)\right], \\
& =\frac{\epsilon}{2} \int_{0}^{1} d t^{\prime} \int_{-\tau t^{\prime}}^{\tau\left(1-t^{\prime}\right)} d \theta\left[\operatorname { T r } \left(\delta \Upsilon_{\tilde{\lambda}\left(\epsilon \theta+t^{\prime}\right)}^{(u, v)} \star e^{\left.\left.\theta \mathscr{L}_{\hat{\lambda}\left(t^{\prime}\right)} \circ \delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star\left(\tilde{\rho}_{t^{\prime}}\right)\right) \Theta(\theta)+\mathcal{O}\left(\epsilon \dot{\tilde{\lambda}}\left(t_{1}\right)\right)\right],}\right.\right. \tag{C14}
\end{align*}
$$

where in the second line we introduced the variable $\theta=t_{2}-t_{1}$, and in the third line $t^{\prime}=\epsilon t_{1}$. Note that $\lambda\left(\theta+t^{\prime} / \epsilon\right)=\tilde{\lambda}\left(\epsilon \theta+t^{\prime}\right)$ and $\dot{\lambda}\left(\theta+t^{\prime} / \epsilon\right)=\epsilon \dot{\tilde{\lambda}}\left(\epsilon \theta+t^{\prime}\right)$. Therefore, by taking the limit $\epsilon \rightarrow 0$ (i.e., $\tau \rightarrow \infty$ ) we have

$$
\begin{align*}
\mathcal{G}_{2}^{\prime}(u, v) & =\frac{\epsilon}{2} \int_{0}^{1} d t^{\prime} \int_{-\infty}^{\infty} d \theta \operatorname{Tr}\left(\delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star e^{\theta \mathscr{L}_{\tilde{\lambda}\left(t^{\prime}\right)}} \circ \delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star\left(\tilde{\rho}_{t^{\prime}}\right)\right) \Theta(\theta)+\mathcal{O}\left(\epsilon^{2}\right), \\
& =\frac{\epsilon}{2} \int_{0}^{1} d t^{\prime} \int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star e^{\theta \mathscr{L}_{\tilde{\lambda}\left(t^{\prime}\right)}} \circ \delta \Upsilon_{\tilde{\lambda}\left(t^{\prime}\right)}^{(u, v)} \star\left(\pi_{\tilde{\lambda}\left(t^{\prime}\right)}\right)\right)+\mathcal{O}\left(\epsilon^{2}\right), \\
& \simeq \frac{1}{2} \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \Upsilon_{\lambda}^{(u, v)} \star e^{\theta \mathscr{L}_{\lambda}} \circ \delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)\right) \tag{C15}
\end{align*}
$$

where in the second line we applied the slow-driving expansion (43). By symmetry we also have $\mathcal{G}_{2}^{\prime \prime}(u, v)=\mathcal{G}_{2}^{\prime}(u, v)$, so

$$
\begin{equation*}
\mathcal{G}_{2}(u, v) \simeq \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \Upsilon_{\lambda}^{(u, v)} \star e^{\theta \mathscr{L}_{\lambda}} \circ \delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)\right) . \tag{C16}
\end{equation*}
$$

By substituting (C8) into the first $\delta \Upsilon_{\lambda}^{(u, v)} \star$ in (C15), and then combining with (C9), we have

$$
\begin{align*}
\mathcal{G}_{\sigma, \tilde{w}}(u, v) \simeq & 1+u \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \dot{\beta} \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\delta H_{\lambda}\right)\left(\dot{\pi}_{\lambda}-\delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)\right)\right) \\
& +\int_{0}^{\tau} d t \frac{(\beta u+v)}{2} \int_{0}^{\infty} d \theta \int_{-1}^{1} d s \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(e^{-(s(\beta u+v) / 2) \tilde{H}_{\lambda}} \delta \dot{H}_{\lambda} e^{(s(\beta u+v) / 2) \tilde{H}_{\lambda}}\right)\left(\dot{\pi}_{\lambda}-\delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)\right)\right) . \tag{C17}
\end{align*}
$$

Recall that, since we assume that $\mathscr{L}_{\lambda}$ admits a privileged representation, and that the stationary state $\pi_{\lambda}$ is of Gibbs form, then $\mathscr{L}_{\lambda}^{*}$ obeys time translation covariance (31), $\left[\mathscr{L}_{\lambda}^{*}, \mathscr{H}_{\Lambda}\right]=0$, where $\mathscr{H}_{\Lambda}(\cdot):=i\left[H_{\Lambda},(\cdot)\right]$. Noting that for any $\alpha \in \mathbb{R}, e^{-\alpha \tilde{H}_{\lambda}}(\cdot) e^{\alpha \tilde{H}_{\lambda}}=$ $e^{\alpha i \mathscr{H}_{\Lambda}}(\cdot)$, time-translation covariance also implies that $e^{\theta \mathscr{L}_{\lambda}^{*}} \circ e^{\alpha i \mathscr{H}_{\Lambda}}=e^{\alpha i \mathscr{H}_{\Lambda}} \circ e^{\theta \mathscr{L}_{\lambda}^{*}}$. Consequently, we may write

$$
\begin{align*}
\mathcal{G}_{\sigma, \tilde{w}}(u, v) \simeq & 1-u \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \dot{\beta} \operatorname{Tr}\left(\delta H_{\lambda}(\theta)\left(\delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)-\dot{\pi}_{\lambda}\right)\right) \\
& -\int_{0}^{\tau} d t \beta \int_{0}^{\infty} d \theta \int_{-\frac{\left(u+T_{v}\right)}{2}}^{\frac{\left(u+T_{v}\right)}{2}} d s \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \pi_{\lambda}^{s}\left(\delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)-\dot{\pi}_{\lambda}\right) \pi_{\lambda}^{-s}\right) \tag{C18}
\end{align*}
$$

We next use the following identity:

$$
\begin{equation*}
\dot{\pi}_{\lambda}=-\dot{\beta} \delta H_{\lambda} \pi_{\lambda}-\beta \int_{0}^{1} d s \pi_{\lambda}^{s} \delta \dot{H}_{\lambda} \pi_{\lambda}^{1-s} \tag{C19}
\end{equation*}
$$

Furthermore, we also have

$$
\begin{equation*}
\delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)=-\beta\left(\int_{0}^{\frac{(u+T v)}{2}}+\int_{1-\frac{(u+T v)}{2}}^{1}\right) d y \pi_{\lambda}^{y} \delta \dot{H}_{\lambda} \pi_{\lambda}^{1-y}-u \dot{\beta} \delta H_{\lambda} \pi_{\lambda} \tag{C20}
\end{equation*}
$$

For the first term in (C18) we therefore have

$$
\begin{align*}
& u \dot{\beta} \operatorname{Tr}\left(\delta H_{\Lambda}(\theta)\left(\delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)-\dot{\pi}_{\lambda}\right)\right)= u(1-u) \dot{\beta}^{2} \operatorname{Tr}\left(\delta H_{\lambda}(\theta) \delta H_{\lambda} \pi_{\lambda}\right) \\
&+u \dot{\beta} \beta \operatorname{Tr}\left(\delta H_{\lambda}(\theta)\left(\int_{0}^{1}-\int_{0}^{\frac{\left(u+T_{v}\right)}{2}}-\int_{1-\frac{\left(u+T_{v}\right)}{2}}^{1}\right) d y \pi_{\lambda}^{y} \delta \dot{H}_{\lambda} \pi_{\lambda}^{1-y}\right) \\
&= u(1-u) \dot{\beta}^{2} \operatorname{Tr}\left(\delta H_{\lambda}(\theta) \delta H_{\lambda} \pi_{\lambda}\right)+u \dot{\beta} \beta \int_{\frac{\left(u+T_{v}\right)}{2}}^{1-\frac{\left(u+T_{v}\right)}{2}} d y \operatorname{Tr}\left(\pi_{\lambda}^{-y} \delta H_{\lambda}(\theta) \pi_{\lambda}^{y} \delta \dot{H}_{\lambda} \pi_{\lambda}\right), \\
&= u(1-u) \dot{\beta}^{2} \operatorname{Tr}\left(\delta H_{\lambda}(\theta) \delta H_{\lambda} \pi_{\lambda}\right)+u \dot{\beta} \beta \int_{\frac{\left(u+T_{v}\right)}{2-\frac{\left(u+T_{v}\right)}{2}} d y \operatorname{Tr}\left(\delta H_{\lambda}(\theta) \delta \dot{H}_{\lambda} \pi_{\lambda}\right)}^{=} \\
&=\left(u-u^{2}\right) \dot{\beta}^{2} \operatorname{Tr}\left(\delta H_{\lambda}(\theta) \delta H_{\lambda} \pi_{\lambda}\right)-\dot{\beta} \beta\left(u^{2}+T v u-u\right) \operatorname{Tr}\left(\delta H_{\lambda}(\theta) \delta \dot{H}_{\lambda} \pi_{\lambda}\right) \tag{C21}
\end{align*}
$$

where in the penultimate line we again used the commutation relation (31). The second term in (C18) can be evaluated as follows:

$$
\begin{align*}
\beta \int_{-\frac{\left(u+T_{v}\right)}{2}}^{\frac{(u+T v)}{2}} d s \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \pi_{\lambda}^{s}\left(\delta \Upsilon_{\lambda}^{(u, v)} \star\left(\pi_{\lambda}\right)-\dot{\pi}_{\lambda}\right) \pi_{\lambda}^{-s}\right)= & (1-u)(u+T v) \dot{\beta} \beta \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \delta H_{\lambda} \pi_{\lambda}\right) \\
& +\beta^{2} \int_{-\frac{(u+T v)}{2}}^{\frac{\left(u+T_{v}\right)}{2}} d x \int_{\frac{(u+T v)}{2}}^{1-\frac{\left(u+T_{v}\right)}{2}} d y \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \pi_{\lambda}^{y+x} \delta \dot{H}_{\lambda} \pi_{\lambda}^{1-x-y}\right) \\
= & (1-u)(u+T v) \dot{\beta} \beta \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \delta H_{\lambda} \pi_{\lambda}\right) \\
& +\beta^{2} \int_{0}^{u+T v} d x \int_{0}^{1-(u+T v)} d y \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \pi_{\lambda}^{y+x} \delta \dot{H}_{\lambda} \pi_{\lambda}^{1-(x+y)}\right) \\
= & (1-u)(u+T v) \dot{\beta} \beta \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \delta H_{\lambda} \pi_{\lambda}\right) \\
& +\beta^{2} \int_{0}^{u+T v} d s \int_{s}^{1-s} d s^{\prime} \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta) \pi_{\lambda}^{s^{\prime}} \delta \dot{H}_{\lambda} \pi_{\lambda}^{1-s^{\prime}}\right) \tag{C22}
\end{align*}
$$

where in the penultimate line we made the substitution $s^{\prime}=x+y$ and $s=x$. Putting everything together in (C18) leads to

$$
\begin{align*}
\mathcal{G}_{\sigma, \tilde{w}}(u, v) \simeq & 1-\int_{0}^{\tau} d t\left(\beta^{2} \bar{C}_{\lambda}^{(u+T v)}\left(\dot{H}_{\Lambda}, \dot{H}_{\Lambda}\right)+\left(u-u^{2}\right) \dot{\beta}^{2} C_{\lambda}^{(0)}\left(H_{\Lambda}, H_{\Lambda}\right)-\left(u^{2}+T v u-u\right) \dot{\beta} \beta C_{\lambda}^{(0)}\left(H_{\Lambda}, \dot{H}_{\Lambda}\right)\right. \\
& \left.+(1-u)(u+T v) \dot{\beta} \beta C_{\lambda}^{(0)}\left(\dot{H}_{\Lambda}, H_{\Lambda}\right)\right) \tag{C23}
\end{align*}
$$

If we further assume that $\mathscr{L}_{\lambda}$ satisfies the detailed balance condition (22), $\tilde{\mathscr{L}}_{\lambda}=\mathscr{L}_{\lambda}^{*}(\cdot)-2 \mathscr{H}_{\Lambda}$ with $\tilde{\mathscr{L}}_{\lambda}$ the s-dual generator given by (20), then we have the symmetry

$$
\begin{align*}
C_{\lambda}^{(0)}\left(\dot{H}_{\Lambda}, H_{\Lambda}\right) & =\int_{0}^{\infty} d \theta \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\delta \dot{H}_{\lambda}\right) \delta H_{\lambda} \pi_{\lambda}\right)=\int_{0}^{\infty} d \theta \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\delta \dot{H}_{\lambda}\right) \pi_{\lambda} \delta H_{\lambda}\right) \\
& =\int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \dot{H}_{\lambda} \pi_{\lambda} e^{\theta \tilde{\mathscr{L}}_{\lambda}}\left(\delta H_{\lambda}\right)\right)=\int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \dot{H}_{\lambda} \pi_{\lambda} e^{\theta\left(\mathscr{L}_{\lambda}^{*}-2 \mathscr{H}_{\Lambda}\right)}\left(\delta H_{\lambda}\right)\right), \\
& =\int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \dot{H}_{\lambda} \pi_{\lambda} e^{\theta \mathscr{L}_{\lambda}^{*}} \circ e^{-2 \theta \mathscr{H}_{\Lambda}}\left(\delta H_{\lambda}\right)\right) \\
& =\int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \dot{H}_{\lambda} \pi_{\lambda} e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\delta H_{\lambda}\right)\right) \\
& =C_{\lambda}^{(0)}\left(H_{\Lambda}, \dot{H}_{\Lambda}\right) \tag{C24}
\end{align*}
$$

where in the third line we have used time translation covariance (31). Substituting this into (C23) and using $\ln (1+\epsilon) \simeq \epsilon$, we arrive at the final expression for the CGF:

$$
\begin{equation*}
\mathcal{K}_{\sigma, \tilde{w}}(u, v) \simeq-\int_{0}^{\tau} d t\left(\beta^{2} \bar{C}_{\lambda}^{(u+T v)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)+\left(u-u^{2}\right) \dot{\beta}^{2} C_{\lambda}^{(0)}\left(H_{\lambda}, H_{\lambda}\right)+f_{T}(u, v) \dot{\beta} \beta C_{\lambda}^{(0)}\left(\dot{H}_{\lambda}, H_{\lambda}\right)\right) \tag{C25}
\end{equation*}
$$

As a consistency check, we note that throughout the derivation above each term in the perturbative expansion of order $\mathcal{O}\left(\epsilon^{k}\right)$ is also multiplied by contributions at least of the same order $\mathcal{O}\left(\left(t^{\mathrm{eq}}\right)^{k}\right)$ in the relaxation time. This means we were able to drop all terms at least of order $\mathcal{O}\left(\epsilon^{2}\right)$ due to the slow-driving assumption.

## APPENDIX D: DERIVATION OF (53)

Let us first observe that the integral fluctuation theorem implies the following:

$$
\begin{equation*}
\left\langle e^{-\sigma}\right\rangle=1 \Rightarrow \mathcal{K}_{\sigma, \tilde{w}}(1,0)=0 \tag{D1}
\end{equation*}
$$

Therefore we can infer from (45) that

$$
\begin{equation*}
\mathcal{K}_{\sigma, \tilde{w}}(1,0)=-\int_{0}^{\tau} d t \beta^{2} \bar{C}_{\lambda}^{(1)}\left(\dot{H}_{\Lambda}, \dot{H}_{\Lambda}\right)=0 \tag{D2}
\end{equation*}
$$

We also see that

$$
\begin{equation*}
f_{T}(u, v)=f_{T}(1-u,-v) . \tag{D3}
\end{equation*}
$$

Expanding the CGF in (45) then gives

$$
\begin{align*}
\mathcal{K}_{\sigma, \tilde{w}}(u, v) & =-\int_{0}^{\tau} d t \int_{0}^{u+T v} d s \int_{s}^{1-s} d s^{\prime} \mathcal{C}_{\lambda}^{\left(s^{\prime}\right)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)+\left(u-u^{2}\right) \dot{\beta}^{2} \mathcal{C}_{\lambda}^{(0)}\left(H_{\lambda}, H_{\lambda}\right)+f_{T}(u, v) \dot{\beta} \beta \mathcal{C}_{\lambda}^{(0)}\left(\dot{H}_{\lambda}, H_{\lambda}\right), \\
& =-\int_{0}^{\tau} d t \int_{1}^{1-u-T v} d s^{\prime \prime} \int_{s^{\prime \prime}}^{1-s^{\prime \prime}} d s^{\prime} \mathcal{C}_{\lambda}^{\left(s^{\prime}\right)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)+\left(u-u^{2}\right) \dot{\beta}^{2} \mathcal{C}_{\lambda}^{(0)}\left(H_{\lambda}, H_{\lambda}\right)+f_{T}(u, v) \dot{\beta} \beta \mathcal{C}_{\lambda}^{(0)}\left(\dot{H}_{\lambda}, H_{\lambda}\right), \\
& =-\int_{0}^{\tau} d t\left(\int_{0}^{1}+\int_{1}^{1-u-T v}\right) d s^{\prime \prime} \int_{s^{\prime \prime}}^{1-s^{\prime \prime}} d s^{\prime} \mathcal{C}_{\lambda}^{\left(s^{\prime}\right)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)+\left(u-u^{2}\right) \dot{\beta}^{2} \mathcal{C}_{\lambda}^{(0)}\left(H_{\lambda}, H_{\lambda}\right)+f_{T}(u, v) \dot{\beta} \beta \mathcal{C}_{\lambda}^{(0)}\left(\dot{H}_{\lambda}, H_{\lambda}\right), \\
& =-\int_{0}^{\tau} d t \int_{0}^{1-u-T v} d s^{\prime \prime} \int_{s^{\prime \prime}}^{1-s^{\prime \prime}} d s^{\prime} \mathcal{C}_{\lambda}^{\left(s^{\prime}\right)}\left(\dot{H}_{\lambda}, \dot{H}_{\lambda}\right)+\left(u-u^{2}\right) \dot{\beta}^{2} \mathcal{C}_{\lambda}^{(0)}\left(H_{\lambda}, H_{\lambda}\right)+f_{T}(1-u,-v) \dot{\beta} \beta \mathcal{C}_{\lambda}^{(0)}\left(\dot{H}_{\lambda}, H_{\lambda}\right), \\
& =\mathcal{K}_{\sigma, \tilde{w}(1-u,-v)} \tag{D4}
\end{align*}
$$

where in the second line we made substitution $s^{\prime \prime}=1-s$, and in the third line we used (D2).

## APPENDIX E: DERIVATION OF (57)

Following the formalism given in Sec. II, we assume the system obeys a Lindblad master equation (10) with an invariant state $\mathscr{L}_{\lambda}\left(\pi_{\lambda}\right)=0$. We place no further assumption on the form of this state, and denote the corresponding nonequilibrium potential $\Phi_{\lambda}:=-\ln \left(\pi_{\lambda}\right)$. The only assumption we require is that the semigroup admits a privileged representation according to (24). As shown in Ref. [46], this condition is weaker than the requirement of quantum detailed balance (22) and may be applicable to systems with a nonthermal steady state. If one follows the same steps presented in Appendix C for the marginal distribution for the entropy production [namely setting $v=0$ in (B1)], then we find the MGF to be

$$
\begin{equation*}
\mathcal{G}_{\sigma}(u)=\operatorname{Tr}\left(\overleftarrow{\exp }\left(\int_{0}^{\tau} d t \mathscr{L}_{\lambda}+\Upsilon_{\lambda}^{(u)} \star\right)\left(\pi_{\lambda(0)}\right)\right) \tag{E1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Upsilon_{\lambda}^{(u)}:=-\int_{0}^{u / 2} d s \pi_{\lambda}^{s} \dot{\Phi}_{\lambda} \pi_{\lambda}^{-s} \tag{E2}
\end{equation*}
$$

From here we proceed to expand this expression up to first order in the driving speed, as done in Appendix D. Following similar steps that lead to (C17), we can approximate (E1) to yield

$$
\begin{equation*}
\mathcal{G}_{\sigma}(u) \simeq 1+\frac{u}{2} \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \int_{-1}^{1} d s \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\pi_{\lambda}^{s u / 2} \dot{\Phi}_{\lambda} \pi_{\lambda}^{-s u / 2}\right)\left[\dot{\pi}_{\lambda}-\Upsilon_{\lambda}^{(u)} \star\left(\pi_{\lambda}\right)\right]\right) \tag{E3}
\end{equation*}
$$

We next consider the Fourier transform of the entropy production distribution, defined by

$$
\begin{equation*}
\tilde{\mathcal{G}}_{\sigma}(u):=\left\langle e^{i u \sigma}\right\rangle \tag{E4}
\end{equation*}
$$

This is related to the MGF via a simple Wick rotation:

$$
\begin{equation*}
\tilde{\mathcal{G}}(u)=\mathcal{G}(-i u) . \tag{E5}
\end{equation*}
$$

Applying this to (E3) gives

$$
\begin{equation*}
\tilde{\mathcal{G}}_{\sigma}(u)=1-\frac{i u}{2} \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \int_{-1}^{1} d s \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\pi_{\lambda}^{-s i u / 2} \dot{\Phi}_{\lambda} \pi_{\lambda}^{s i u / 2}\right)\left(\dot{\pi}_{\lambda}-\Upsilon_{\lambda}^{(-i u)} \star\left(\pi_{\lambda}\right)\right)\right) . \tag{E6}
\end{equation*}
$$

It will be useful to again introduce the automorphism on $\mathcal{B}(\mathcal{H})$ in (21), given by

$$
\begin{equation*}
\Omega_{\lambda}^{(t)}:=\pi_{\lambda}^{i t}(.) \pi_{\lambda}^{-i t}, \quad t \in \mathbb{R} \tag{E7}
\end{equation*}
$$

As shown in Ref. [46] (Lemma 3.2), assumption (21) implies commutation with the generator $\left[\mathscr{L}_{\lambda}^{*}, \Omega_{\lambda}^{(t)}\right]=0 \forall t \in \mathbb{R}$, which also means

$$
\begin{equation*}
\left[e^{\theta \mathscr{L}_{\lambda}^{*}}, \Omega_{\lambda}^{(t)}\right]=0 \tag{E8}
\end{equation*}
$$

We can apply this commutation relation to (E6) and obtain the following:

$$
\begin{align*}
\tilde{\mathcal{G}}_{\sigma}(u) & =1-\frac{i u}{2} \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \int_{-1}^{1} d s \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}} \circ \Omega_{\lambda}^{(-s u / 2)}\left(\dot{\Phi}_{\lambda}\right)\left(\dot{\pi}_{\lambda}-\Upsilon_{\lambda}^{(-i u)} \star\left(\pi_{\lambda}\right)\right)\right), \\
& =1-\frac{i u}{2} \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \int_{-1}^{1} d s \operatorname{Tr}\left(\Omega_{\lambda}^{(-s u / 2)} \circ e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\dot{\Phi}_{\lambda}\right)\left(\dot{\pi}_{\lambda}-\Upsilon_{\lambda}^{(-i u)} \star\left(\pi_{\lambda}\right)\right)\right), \\
& =1-\frac{i u}{2} \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \int_{-1}^{1} d s \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\dot{\Phi}_{\lambda}\right) \pi_{\lambda}^{-i s u / 2}\left(\dot{\pi}_{\lambda}-\Upsilon_{\lambda}^{(-i u)} \star\left(\pi_{\lambda}\right)\right) \pi_{\lambda}^{i s u / 2}\right), \tag{E9}
\end{align*}
$$

where we used cyclicity of the trace in the final line. Applying a Wick rotation again with $\mathcal{G}(u)=\tilde{\mathcal{G}}(i u)$, and a change of variables $x=s u / 2$ gives

$$
\begin{equation*}
\mathcal{G}_{\sigma}(u)=1+\int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \int_{-u / 2}^{u / 2} d x \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\dot{\Phi}_{\lambda}\right) \pi_{\lambda}^{x}\left(\dot{\pi}_{\lambda}-\Upsilon_{\lambda}^{(u)} \star\left(\pi_{\lambda}\right)\right) \pi_{\lambda}^{-x}\right) \tag{E10}
\end{equation*}
$$

Next we can use the identities

$$
\begin{gather*}
\dot{\pi}_{\lambda}=-\int_{0}^{1} d y \pi_{\lambda}^{y} \dot{\Phi}_{\lambda} \pi_{\lambda}^{1-y}  \tag{E11}\\
\Upsilon_{\lambda}^{(u)} \star\left(\pi_{\lambda}\right)=-\left(\int_{0}^{u / 2}+\int_{1-u / 2}^{1}\right) d y \pi_{\lambda}^{y} \dot{\Phi}_{\lambda} \pi_{\lambda}^{1-y} \tag{E12}
\end{gather*}
$$

which upon substitution into (E10) leads to

$$
\begin{align*}
\mathcal{G}_{\sigma}(u) & =1-\int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\dot{\Phi}_{\lambda}\right) \int_{-u / 2}^{u / 2} d x\left(\int_{0}^{u / 2} d y+\int_{1-u / 2}^{1} d y-\int_{0}^{1} d y\right) \pi_{\lambda}^{x+y} \dot{\Phi}_{\lambda} \pi_{\lambda}^{1-x-y}\right) \\
& =1+\int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\dot{\Phi}_{\lambda}\right) \int_{-u / 2}^{u / 2} d x \int_{u / 2}^{1-u / 2} d y \pi_{\lambda}^{x+y} \dot{\Phi}_{\lambda} \pi_{\lambda}^{1-x-y}\right) \\
& =1+\int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\dot{\Phi}_{\lambda}\right) \int_{0}^{u} d x \int_{0}^{1-u} d y \pi_{\lambda}^{x+y} \dot{\Phi}_{\lambda} \pi_{\lambda}^{1-x-y}\right) \\
& =1+\int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \operatorname{Tr}\left(e^{\theta \mathscr{L}_{\lambda}^{*}}\left(\dot{\Phi}_{\lambda}\right) \int_{0}^{u} d s \int_{s}^{1-s} d s^{\prime} \pi_{\lambda}^{s^{\prime}} \dot{\Phi}_{\lambda} \pi_{\lambda}^{1-s^{\prime}}\right) \tag{E13}
\end{align*}
$$

where we made the substitutions $s^{\prime}=y+x$ and $s=x$ in the penultimate line. Finally, writing this in terms of the quantum covariance gives the final expression

$$
\begin{equation*}
\mathcal{G}_{\sigma}(u)=1-\int_{0}^{\tau} d t \bar{C}_{\lambda}^{(u)}\left(\dot{\Phi}_{\lambda}, \dot{\Phi}_{\lambda}\right) \tag{E14}
\end{equation*}
$$

Using $\ln (1+\epsilon) \simeq \epsilon$ completes the derivation.

## APPENDIX F: SINGLE-ION ENGINE

For a fixed $\lambda=\{\beta, \omega\}$, the master equation for observables in the Heisenberg picture is given by the dual of (62), which is

$$
\begin{equation*}
\mathscr{L}_{\lambda}^{*}(\cdot)=i \omega\left[a_{\omega}^{\dagger} a_{\omega},(\cdot)\right]+\Gamma\left(N_{\beta}+1\right) \tilde{\mathcal{D}}_{a_{\omega}}[\cdot]+\Gamma \tilde{\mathcal{D}}_{a_{\omega}^{\dagger}}[\cdot] \tag{F1}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mathcal{D}}_{X}[\cdot]=X^{\dagger}(\cdot) X-\frac{1}{2}\left\{X^{\dagger} X,(\cdot)\right\} \tag{F2}
\end{equation*}
$$

An observable $A$ evolved in the Heisenberg picture at a fixed control parameter $\lambda$ is thus given by $(\mathrm{F} 1)$ as $A(\theta)=e^{\theta \mathscr{L}_{\lambda}^{*}}(A)$. Noting that $H_{\omega}=\omega\left(a_{\omega}^{\dagger} a_{\omega}+\frac{1}{2}\right)$, we have $\operatorname{Tr}\left(\dot{H}_{\omega} \pi_{\lambda}\right)=\dot{\omega} \partial_{\omega} F_{\lambda}$, where $F_{\lambda}=-\beta^{-1} \ln \left(\frac{e^{\beta \omega}}{e^{\beta \omega}-1}\right)$. As such, the adiabatic work is given by

$$
\begin{equation*}
\mathcal{W}=\int_{0}^{\tau} d t \operatorname{Tr}\left(\dot{H}_{\omega} \pi_{\lambda}\right)=\int_{0}^{\tau} d t \dot{\omega} \partial_{\omega} F_{\lambda}=\int_{0}^{\tau} d t \frac{\dot{\omega}}{e^{\beta \omega}-1} \tag{F3}
\end{equation*}
$$

Using (45), we want to compute

$$
\begin{equation*}
\mathcal{K}_{\sigma, \tilde{w}}(u, v)=-\int_{0}^{\tau} d t\left[\beta^{2} \bar{C}_{\lambda}^{(u+T v)}\left(\dot{H}_{\omega}, \dot{H}_{\omega}\right)+\left(u-u^{2}\right) \dot{\beta}^{2} C_{\lambda}^{(0)}\left(H_{\omega}, H_{\omega}\right)+f_{T}(u, v) \dot{\beta} \beta C_{\lambda}^{(0)}\left(\dot{H}_{\omega}, H_{\omega}\right)\right] \tag{F4}
\end{equation*}
$$

with

$$
\begin{align*}
C_{\lambda}^{(s)}(A, B) & :=\int_{0}^{\infty} d \theta \operatorname{cov}_{\lambda}^{(s)}(A(\theta), A(0)) \\
\operatorname{cov}_{\lambda}^{(s)}(A, B) & :=\operatorname{Tr}\left(A \pi_{\lambda}^{s} B \pi_{\lambda}^{1-s}\right)-\operatorname{Tr}\left(A \pi_{\lambda}\right) \operatorname{Tr}\left(B \pi_{\lambda}\right) \tag{F5}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{C}_{\lambda}^{(y)}(A, B):=\int_{0}^{y} d s \int_{s}^{1-s} d s^{\prime} C_{\lambda}^{\left(s^{\prime}\right)}(A, B) \tag{F6}
\end{equation*}
$$

Note that

$$
\begin{align*}
x^{2} & =\frac{1}{2 \omega}\left[\left(a_{\omega}^{\dagger}\right)^{2}+a_{\omega}^{2}+2 a_{\omega}^{\dagger} a_{\omega}+1\right] \\
p^{2} & =\frac{\omega}{2}\left[-\left(a_{\omega}^{\dagger}\right)^{2}-a_{\omega}^{2}+2 a_{\omega}^{\dagger} a_{\omega}+1\right] \\
H_{\omega} & =\omega\left(a_{\omega}^{\dagger} a_{\omega}+\frac{1}{2}\right) \tag{F7}
\end{align*}
$$

We can then solve the master equation for each term individually, obtaining:

$$
\begin{align*}
\left(a_{\omega}^{\dagger}\right)^{2}(\theta) & =e^{(2 i \omega-\Gamma) \theta}\left(a_{\omega}^{\dagger}\right)^{2} \\
a_{\omega}^{2}(\theta) & =e^{(-2 i \omega-\Gamma) \theta} a_{\omega}^{2} \\
a_{\omega}^{\dagger} a_{\omega}(\theta) & =e^{-\Gamma \theta} a_{\omega}^{\dagger} a_{\omega}+N_{\beta}\left(1-e^{-\Gamma \theta}\right) \tag{F8}
\end{align*}
$$

We then have:

$$
\begin{align*}
\int_{0}^{\infty} d \theta x^{2}(\theta) & =\frac{1}{2 \omega}\left[\frac{\left(a_{\omega}^{\dagger}\right)^{2}}{\Gamma-2 i \omega}+\frac{a_{\omega}^{2}}{\Gamma+2 i \omega}+2 \frac{a_{\omega}^{\dagger} a_{\omega}}{\Gamma}\right]+c \mathbb{I} \\
\int_{0}^{\infty} d \theta H(\theta) & =\frac{a_{\omega}^{\dagger} a_{\omega}}{\Gamma}+c^{\prime} \mathbb{I} \tag{F9}
\end{align*}
$$

with $c, c^{\prime}$ constants. Terms proportional to $\mathbb{I}$ will disappear as $C_{\lambda}^{(y)}(\mathbb{I}, X)=0 \forall X$. A lengthy but straightforward calculation then yields:

$$
\begin{align*}
\operatorname{cov}_{\lambda}^{(s)}\left(\left(a_{\omega}^{\dagger}\right)^{2}, a_{\omega}^{2}\right) & =\frac{2 e^{2 s \omega \beta}}{\left(e^{\beta \omega}-1\right)^{2}} \\
\operatorname{cov}_{\lambda}^{(s)}\left(a_{\omega}^{2},\left(a_{\omega}^{\dagger}\right)^{2}\right) & =\operatorname{cov}_{\lambda}^{(1-s)}\left(\left(a_{\omega}^{\dagger}\right)^{2}, a_{\omega}^{2}\right) \\
\operatorname{cov}_{\lambda}^{(s)}\left(a_{\omega}^{\dagger} a_{\omega}, a_{\omega}^{\dagger} a_{\omega}\right) & =\frac{e^{\beta \omega}}{\left(e^{\beta \omega}-1\right)^{2}} . \tag{F10}
\end{align*}
$$

Integrating them gives:

$$
\begin{align*}
\int_{0}^{y} d x \int_{x}^{1-x} d s \quad \operatorname{cov}_{\lambda}^{(s)}\left(\left(a_{\omega}^{\dagger}\right)^{2}, a_{\omega}^{2}\right) & =-\frac{2 e^{\beta \omega} \sinh (\beta(y-1) \omega) \sinh (\beta y \omega)}{\left(e^{\beta \omega}-1\right)^{2} \beta^{2} \omega^{2}} \\
\int_{0}^{y} d x \int_{x}^{1-x} d s \operatorname{cov}_{\lambda}^{(s)}\left(a_{\omega}^{2},\left(a_{\omega}^{\dagger}\right)^{2}\right) & =\int_{0}^{y} d x \int_{x}^{1-x} d y \operatorname{cov}_{\lambda}^{(s)}\left(\left(a_{\omega}^{\dagger}\right)^{2}, a_{\omega}^{2}\right) \\
\int_{0}^{y} d x \int_{x}^{1-x} d s \operatorname{cov}_{\lambda}^{(s)}\left(a_{\omega}^{\dagger} a_{\omega}, a_{\omega}^{\dagger} a_{\omega}\right) & =y(1-y) \frac{e^{\omega \beta}}{\left(e^{\omega \beta}-1\right)^{2}} \tag{F11}
\end{align*}
$$

Hence,

$$
\begin{align*}
& \bar{C}_{\lambda}^{(y)}\left(\dot{H}_{\omega}, \dot{H}_{\omega}\right)=\dot{\omega}^{2} \frac{e^{\beta \omega}}{\left(e^{\beta \omega}-1\right)^{2}}\left[-\frac{\Gamma \sinh (\beta(y-1) \omega) \sinh (\beta y \omega)}{\beta^{2} \omega^{2}\left(\Gamma^{2}+4 \omega^{2}\right)}+\frac{y(1-y)}{\gamma}\right] \\
& C_{\lambda}^{(0)}\left(H_{\omega}, H_{\omega}\right)=\frac{\omega^{2}}{\gamma} \frac{e^{\beta \omega}}{\left(e^{\beta \omega}-1\right)^{2}} \\
& C_{\lambda}^{(0)}\left(\dot{H}_{\omega}, H_{\omega}\right)=\frac{\omega \dot{\omega}}{\Gamma} \frac{e^{\beta \omega}}{\left(e^{\beta \omega}-1\right)^{2}} . \tag{F12}
\end{align*}
$$

Putting everything together, we have

$$
\begin{align*}
\mathcal{K}_{\sigma, \tilde{w}}(u, v)= & -\int_{0}^{\tau} d t \frac{e^{\beta \omega}}{\left(e^{\beta \omega}-1\right)^{2}} \\
& \times\left(\beta^{2} \dot{\omega}^{2}\left\{-\frac{\Gamma \sinh \left(\beta\left(u+\beta^{-1} v-1\right) \omega\right) \sinh \left(\beta\left(u+\beta^{-1} v\right) \omega\right)}{\beta^{2} \omega^{2}\left(\Gamma^{2}+4 \omega^{2}\right)}+\frac{1}{\Gamma}\left(u+\beta^{-1} v\right)\left(1-u-\beta^{-1} v\right)\right\}\right. \\
& \left.+\left(u-u^{2}\right) \dot{\beta}^{2} \frac{\omega^{2}}{\gamma}+\left[\beta^{-1} v-2 u\left(u+\beta^{-1} v-1\right)\right] \dot{\beta} \beta \frac{\omega \dot{\omega}}{\Gamma}\right) \tag{F13}
\end{align*}
$$

from which we may obtain the first two moments of work and entropy production:

$$
\begin{align*}
\langle w\rangle & =\mathcal{W}+\int_{0}^{\tau} d t \frac{\dot{\omega} e^{\beta \omega}\left\{\omega\left(\Gamma^{2}+4 \omega^{2}\right)(\dot{\beta} \omega+\beta \dot{\omega})+\Gamma^{2} \dot{\omega} \sinh (\beta \omega)\right\}}{\Gamma \omega\left(e^{\beta \omega}-1\right)^{2}\left(\Gamma^{2}+4 \omega^{2}\right)}, \\
\left\langle\Delta w^{2}\right\rangle & :=\left\langle w^{2}\right\rangle-\langle w\rangle^{2}=\int_{0}^{\tau} d t \frac{2 \dot{\omega}^{2} e^{\beta \omega}\left[\Gamma^{2}+4 \omega^{2}+\Gamma^{2} \cosh (\beta \omega)\right]}{\left(e^{\beta \omega}-1\right)^{2}\left(\Gamma^{3}+4 \Gamma \omega^{2}\right)}, \\
\langle\sigma\rangle & =\int_{0}^{\tau} d t \frac{e^{\beta \omega}\left[\beta \Gamma^{2} \dot{\omega}^{2} \sinh (\beta \omega)+\omega\left(\Gamma^{2}+4 \omega^{2}\right)(\dot{\beta} \omega+\beta \dot{\omega})^{2}\right]}{\Gamma \omega\left(e^{\beta \omega}-1\right)^{2}\left(\Gamma^{2}+4 \omega^{2}\right)}, \\
\left\langle\Delta \sigma^{2}\right\rangle & :=\left\langle\sigma^{2}\right\rangle-\langle\sigma\rangle^{2}=\int_{0}^{\tau} d t \frac{2 e^{\beta \omega}\left[\omega \beta^{2} \Gamma^{2} \dot{\omega}^{2} \cosh (\beta \omega)+\omega\left(\Gamma^{2}+4 \omega^{2}\right)(\dot{\beta} \omega+\beta \dot{\omega})^{2}\right]}{\Gamma \omega\left(e^{\beta \omega}-1\right)^{2}\left(\Gamma^{2}+4 \omega^{2}\right)} . \tag{F14}
\end{align*}
$$

The FDR (60) is therefore given as

$$
\begin{align*}
2 \Delta \mathcal{I}_{\sigma} & :=\left\langle\Delta \sigma^{2}\right\rangle-2\langle\sigma\rangle \\
& =\int_{0}^{\tau} d t \frac{\beta \dot{\omega}^{2} \Gamma\left(e^{2 \beta \omega}-1\right)(\beta \omega \operatorname{coth}(\beta \omega)-1)}{\omega\left(e^{\beta \omega}-1\right)^{2}\left(\Gamma^{2}+4 \omega^{2}\right)} \geqslant 0 \tag{F15}
\end{align*}
$$

with positivity guaranteed by the positivity of the integrand at all times $t$.
The quantum correction refining the efficiency bound in Ref. [36], on the other hand, is given by the expression

$$
\begin{equation*}
\Delta \mathcal{I}_{w}=\frac{1}{\tau} \int_{0}^{\tau} d t \int_{0}^{\infty} d \theta \operatorname{Tr}\left(\delta \dot{H}_{\lambda}(\theta)\left(\mathbb{S}_{\lambda}-\mathbb{J}_{\lambda}\right)\left(\delta \dot{H}_{\lambda}(0)\right)\right) \tag{F16}
\end{equation*}
$$

Noting that the integrand can be rewritten in terms of covariances as

$$
\begin{equation*}
\operatorname{Tr}\left(A\left(\mathbb{S}_{\lambda}-\mathbb{J}_{\lambda}\right)(B)\right)=\frac{1}{2} \operatorname{cov}_{\lambda}^{(1)}(A, B)+\frac{1}{2} \operatorname{cov}_{\lambda}^{(0)}(A, B)-\int_{0}^{1} d s \operatorname{cov}_{\lambda}^{(s)}(A, B) \tag{F17}
\end{equation*}
$$

we thus obtain

$$
\begin{equation*}
\Delta \mathcal{I}_{w}=\frac{1}{\tau} \int_{0}^{\tau} d t \frac{\dot{\omega}^{2} \Gamma\left(e^{2 \beta \omega}-1\right)(\beta \omega \operatorname{coth}(\beta \omega)-1)}{2 \beta \omega\left(e^{\beta \omega}-1\right)^{2}\left(\Gamma^{2}+4 \omega^{2}\right)} \geqslant 0 \tag{F18}
\end{equation*}
$$

with positivity guaranteed by the positivity of the integrand for all $t$.
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