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#### Abstract

We consider periodically driven arrays of weakly coupled wires with conduction and valence bands of Rashba type and study the resulting Floquet states. This nonequilibrium system can be tuned into nontrivial phases such as topological insulators, Weyl semimetals, and dispersionless zero-energy edge mode regimes. In the presence of strong electron-electron interactions, we generalize these regimes to the fractional case, where elementary excitations have fractional charges $e / m$ with $m$ being an odd integer.
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Introduction.-Topological effects in condensed matter systems have attracted attention for many years. From the quantum Hall effect over topological insulators (TIs) [1-12] and Weyl semimetals [13-17], to Majorana fermions [18-38] and parafermions [39-49], the interest is driven both by fundamental physics and the promise for topological quantum computation. Despite the many proposals for topological systems, the search for the most optimal material still continues unabated.

While most studies were focused on static structures, it has recently been proposed to extend topological phases to nonequilibrium systems, described by Floquet states [50-70]. Remarkably, this approach no longer relies on given material properties, such as strong spin orbit interactions (SOIs), typically necessary for reaching topological regimes, but instead allows one to turn initially nontopological materials such as graphene [50] and non-bandinverted semiconducting wells into TIs [52] by applying an external driving field.

An even bigger challenge is to describe topological effects that involve fractional excitations. This requires the presence of strong electron-electron interactions. However, given the difficulties in the search for conventional TIs, it would be even more surprising to expect such phases to occur naturally. Moreover, even if they existed, twodimensional (2D) systems with electron-electron interactions are difficult to describe analytically and often progress can come only from numerics [61].

Here, we circumvent this difficulty by considering strongly anisotropic 2D systems [71-74] formed by weakly coupled Rashba wires (see Fig. 1), where each of them can be treated as a one-dimensional Luttinger liquid by bosonization [75-86]. This will allow us to introduce the Floquet version not only of TIs but also of Weyl semimetals in driven 2D systems. Importantly, in this way we can also address fractional regimes and are able to obtain the Floquet version of fractional TIs and Weyl semimetals.

Topological dispersionless edge modes in driven systems.-We consider a 2 D model formed by weakly tunnel-coupled Rashba wires, see Fig. 1. The spectrum of such one-dimensional wires consists of conduction and valence bands with Rashba SOIs, separated by a gap $\Delta_{g}$, and labeled by $\eta= \pm 1$, see Fig. 2. Semiconducting wires, atomic chains, as well as graphene and metal dichalcogenide nanoribbons can be used. However, for simplicity, we refer to all such single channel systems as wires in this work. The wires are aligned along the $x$ axes and lie in the $x y$ plane. The unit cells labeled by $n$ are composed of two wires with opposite SOIs labeled by $\lambda= \pm 1$. The kinetic part of the Hamiltonian (density) corresponding to the $\lambda$ wire in the $n$th unit cell is written as $H_{0 n \lambda}=$ $\sum_{\eta \sigma} \eta \Psi_{n \lambda \eta \sigma}^{\dagger}\left\{\left(\delta_{1 \eta} \Delta_{g}\right)-\left[\left(\hbar^{2} \partial_{x}^{2}\right) /\left(2 m_{0}\right)\right]+i \alpha \lambda \sigma \partial_{x}\right\} \Psi_{n \lambda \eta \sigma}$. Here, $m_{0}$ is the effective mass, and $\alpha$ is the strength of the SOI, with corresponding wave vector $k_{s o}=m_{0} \alpha / \hbar^{2}$ and energy $E_{s o}=\hbar^{2} k_{s o}^{2} / 2 m_{0}$. Without loss of generality, we choose the SOI vector to point in $z$ direction. Here, $\Psi_{n \lambda \eta \sigma}(x)$ is the annihilation operator acting on the particle of the $\eta$ band with spin $\sigma$, and located at position $x$ of the $\lambda$ wire in the $n$th unit cell. We assume the chemical potential $\mu$ to be tuned to the SOI induced crossing of the valence bands.


FIG. 1. A periodic array of weakly coupled Rashba wires (blue cylinders) aligned in the $x$ direction in the $x y$ plane. The sign of the SOI changes from positive (dark blue) to negative (light blue) inside the unit cell composed of two (four) wires in the first (second) model, see below. The driving field $E(t)$ with period $\omega$ applied along $z$ (orange arrows) results in a coupling of the conduction and valence bands (separated by a gap $\Delta_{g}$ ) at resonance when $\hbar \omega=\Delta_{g}$.


FIG. 2. The unit cell of the 2D system composed of two Rashba wires with opposite SOIs is shown in $k_{y}$-momentum space, where $R_{\lambda \eta \sigma} \equiv R_{k, \lambda \eta \sigma}$, etc. The gap $\Delta_{g}$ separates the valence $(\eta=\overline{1})$ and conduction $(\eta=1)$ bands. The index $\sigma=1(\sigma=\overline{1})$ refers to the spin up (spin down) band shown in red (blue). The chemical potential $\mu$ is tuned to $E_{s o}$ and the driving frequency is chosen as $\hbar \omega=\Delta_{g}$, resulting in resonant scattering (vertical black arrows) between bands with amplitude $t_{F}$, opening gaps. The interwire tunneling with amplitude $t_{1}+t_{2} e^{i k_{y} a_{y}}$ is shown by green arrows.

Next, we allow for an oscillating electric field, at frequency $\omega$, either due to an external electromagnetic radiation, or induced by periodically driving a voltage difference between a back and top gate enclosing the wire array. Driving at resonance across the band gap, that is with $\hbar \omega=\Delta_{g}$, opens a dynamical gap $[87,88]$, essential for inducing nontrivial topology [ $52,57,89$ ]. Using the Floquet representation [90-92], this gap arises as a splitting of degeneracies in the quasienergy spectrum of the Floquet operator. It corresponds to the lowest order of degenerate perturbation theory in the electric field amplitude, or, in another words, to a single photon emission or absorption process.

For simplicity, we work in the regime of strong SOIs and linearize the problem [93,94] by representing operators in terms of spatially slowly varying left and right mover fields defined around the Fermi points $k_{F}=0, \pm 2 k_{s o}$ (see Fig. 2) as $\Psi_{n \lambda \eta \sigma}=R_{n \lambda \eta \sigma}(x) e^{i k_{s o}(\eta-\sigma \lambda) x}+L_{n \lambda \eta \sigma}(x) e^{-i k_{s o}(\eta+\sigma \lambda) x}$. The system is translation invariant in the $y$ direction, so we introduce the conserved momentum $k_{y}$ via $\Psi_{n}=$ $\sum_{k_{y}} e^{i n k_{y} a_{y}} \Psi_{k_{y}}$, where $a_{y}$ is the unit cell size. The kinetic term becomes $H_{0}=i \hbar v_{F} \sum_{k_{y} \lambda \eta \sigma}\left(L_{k_{y} \lambda \eta \sigma}^{\dagger} \partial_{x} L_{k_{y}, \eta \sigma}-\right.$ $\left.R_{k_{,}, \eta \sigma}^{\dagger} \partial_{x} R_{k_{y}, \eta \sigma \sigma}\right)$ with $v_{F}$ being the Fermi velocity. The interwire tunneling term, $H_{t}=\sum_{n \eta \sigma}\left(t_{1} \Psi_{n \eta \eta \sigma}^{\dagger} \Psi_{n \overline{1} \eta \sigma}+\right.$ $\left.t_{2} \Psi_{(n+1) 1 \eta \sigma}^{\dagger} \Psi_{n i \bar{\eta} \sigma}\right)+$ H.c., becomes in linearized form $H_{t}=\sum_{k_{y} \sigma} t_{y} e^{i \phi}\left(L_{k_{y} \overline{1} \bar{\sigma} \sigma}^{\dagger} R_{k_{y} \overline{1} \bar{\sigma} \sigma}+R_{k_{y} 1 \sigma \sigma}^{\dagger} L_{k_{y} \overline{1} \sigma \sigma}\right)+$ H.c., where we keep only slowly oscillating terms. Here, we introduced $\left(t_{1}+t_{2} e^{i k_{y} a}\right) \equiv t_{y} e^{i \phi}$ with $t_{y}=\sqrt{t_{1}^{2}+t_{2}^{2}+2 t_{1} t_{2} \cos \left(k_{y} a_{y}\right)}$. The magnetic field is applied in-plane and perpendicular to the SOI vector, say, in the $x$ direction and is described by $H_{Z}=\Delta_{Z} \sum_{\eta \sigma \sigma^{\prime} n \lambda} \Psi_{n \eta \eta \sigma}^{\dagger}\left(\sigma_{x}\right)_{\sigma \sigma^{\sigma^{\prime}}} \Psi_{n \lambda \eta \sigma^{\prime}}$, yielding the linearized version

$$
\begin{equation*}
H_{Z}=\Delta_{Z} \sum_{k_{y} \lambda \eta} R_{k_{y} y \eta(\lambda \cdot \eta)}^{\dagger} L_{k_{y} \lambda \eta(\lambda \cdot \bar{\eta})}+\text { H.c. } \tag{1}
\end{equation*}
$$

The time-dependent driving term couples two bands and is given by $H_{F}=t_{F} \sum_{n \lambda \sigma} \Psi_{n \lambda 1 \sigma}^{\dagger} \Psi_{n \lambda \overline{1} \sigma}+$ H.c., or after linearization by

$$
\begin{equation*}
H_{F}=t_{F} \sum_{n \lambda \eta \sigma} R_{n \lambda \eta \sigma}^{\dagger} L_{n \lambda \bar{\eta} \sigma}+\text { H.c. }, \tag{2}
\end{equation*}
$$

where we neglected the fast-oscillating terms and the weak photon-assisted interwire intersubband scattering. The amplitude $t_{F}=e E d_{c v}$ is proportional to the interband dipole matrix element $d_{c v}$ and the $E$-field amplitude [95]. We consider the weak driving regime $t_{F} \ll \Delta_{g}$.

The bulk spectrum is given by $E_{1}^{2}=\left(\hbar v_{F} k_{x}\right)^{2}+t_{F}^{2}$ (fourfold degenerate) and $E_{2 \pm \pm}^{2}=\left(\hbar v_{F} k_{x}\right)^{2}+$ $\left(t_{F} \pm t_{y} \pm \Delta_{Z}\right)^{2}$. The bulk spectrum is gapless if $t_{y}=$ $\pm\left(t_{F} \pm \Delta_{Z}\right)$. For simplicity, we assume henceforth that all amplitudes are non-negative. There are two pairs of dispersionless zero-energy modes for $t_{F}<\left|t_{y}-\Delta_{Z}\right|$. If $\left|t_{y}-\Delta_{Z}\right|<t_{F}<\left|t_{y}+\Delta_{Z}\right|$, there is only one zero-energy mode. The system is trivial if $t_{F}>\left|t_{y}+\Delta_{Z}\right|$. The phase diagram recalculated in terms of the tunneling amplitudes $t_{1}$ and $t_{2}$ is shown in Fig. 3 and contains three topological phases. In two of them, the system is fully gapped and hosts $\nu=1(\nu=2)$ dispersionless modes, green (yellow) area in Fig. 3, where $\nu$ refers to Chern numbers [105]. Interestingly, there emerges also a topological phase similar to Weyl semimetals (blue area in Fig. 3) [13-17], see Fig. 4. Indeed, the spectrum is gapless due to two (possibly four) Dirac cones located at $\pm k_{ \pm}$, defined by the condition for closing the bulk gap, $\cos \left(k_{ \pm} a\right)=\left[\left(t_{F} \pm \Delta_{Z}\right)^{2}-\right.$ $\left.t_{1}^{2}-t_{2}^{2}\right] / 2 t_{1} t_{2}$. Following Refs. [106,107], we confirmed that the Dirac cones have opposite chiralities as expected for the Weyl phase, see the Supplemental Material [95]. In addition, there are dispersionless zero-energy edge modes (Fermi arcs) that connect the Dirac cones, see e.g., Fig. 4(b). These modes represent 1D edge channels, in contrast to 2D surface states typical for 3D systems [86]. The particle-hole symmetry guarantees edge states to be at zero energy. For details on the wave functions we refer to


FIG. 3. The phase diagram of the model shown in Fig. 2 as a function of Floquet coupling $t_{F}$ and tunneling amplitude $t_{2}$. For fixed values of the tunneling amplitude $t_{1}$ and the Zeeman energy $\Delta_{Z}$ we determine $t_{1}^{ \pm}=t_{1} \pm \Delta_{Z}$ (here, we assume that $\Delta_{Z}<t_{1}$ such that $t_{1}^{-}>0$ ). The system in the topological phase is gapped in the bulk and hosts either one zero-energy edge mode (green area, $\nu=1$ ) or two zero-energy edge modes (yellow area, $\nu=2$ ). In contrast, in the trivial phase, the system does not support edge modes in the gap (gray area, $\nu=0$ ). In the Weyl phase (blue area), edge modes connect two gapless bulk cones, see Fig. 4(b).
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FIG. 4. The dependence of the minimum bulk gap $\Delta$ of $E_{2 \pm \pm}$ occurring at $k_{x}=0$ on the transverse momentum $k_{y}$. The parameters are chosen as $t_{2} / t_{1}=0.1, \Delta_{Z} / t_{1}=0.3$. (a) The system is in the trivial phase for $t_{F} / t_{1}=2$. (b) As $t_{F}$ decreases, $t_{F} / t_{1}=1.4$, the bulk gap closes at $k_{y}= \pm k_{-}$, and a single zeroenergy mode at each edge (green line) connects two Dirac cones (bulk spectrum). (c) For $t_{F} / t_{1}=1$, the bulk gap reopens and leaves one of the bands (red lines) in the topological phase with a single zero-energy mode at each edge. (d) At small $t_{F}$, $t_{F} / t_{1}=0.1$, both bands are in the topological phase resulting in two zero-energy modes at each edge (yellow line). See Fig. 3 for the phase description.
the Supplemental Material [95], where we also discuss the extension to fractional Weyl semimetals. However, flat bands are fragile upon adding electron-electron interactions; thus, we need to exclude the formation of, e.g., a charge-density wave such that one can assume $k_{y}$ to stay a good quantum number.

Floquet TI.-The model considered above hosts only zero-energy edge modes. In our second model we propose a setup that will host helical edge modes. To achieve this, we need to break the symmetry between hoppings along the edge in positive and negative directions. This can be implemented with a unit cell consisting of four wires, labeled by $\lambda, \tau= \pm 1$, see Fig. 5. The sign of the Rashba SOI $\alpha_{\lambda} \equiv \lambda \alpha$ alternates between wires as well as the band gap $\Delta_{g \tau \lambda}=\Delta_{g}+\tau(1-\lambda) \delta / 2$. The chemical potential is tuned to the SOI energy inside each wire and the driving frequency matches the resonance between the Fermi level and the conduction band with the same momentum, $\hbar \omega_{\tau \lambda}=\Delta_{g \tau \lambda}+2 E_{s o}$, see Fig. 5. We note that the bias between the wires due to different chemical potentials results in a small leakage current, which we estimate in Ref. [95]. Because of translation invariance along the wire, the interwire tunneling is assumed to be momentum and spin conserving. For simplicity, we assume that all interwire tunneling amplitudes are equal. In the limit $t_{1} \gg t_{F}$, we perform the perturbation in two steps. First, as before, we linearize the Hamiltonian close to the Fermi level. The operators $\Psi_{n \tau \lambda \eta \sigma}$ are represented in terms of left $L_{n \tau \lambda \eta \sigma}$ and right $R_{n \tau \lambda \eta \sigma}$ movers. In the tunneling term we keep only resonant slow-varying terms,

$$
\begin{align*}
H_{1}= & t_{1} \sum_{n \tau \lambda} R_{n \tau \lambda \overline{1} \lambda}^{\dagger} L_{n \tau \bar{\imath} \overline{1} \lambda}+t_{1} \sum_{n \tau} R_{n \tau \bar{\tau} 1 \tau}^{\dagger} L_{n \bar{\tau} \tau 1 \tau} \\
& +t_{1} \sum_{n \tau}\left(R_{n \overline{1} \overline{1} 11}^{\dagger} L_{(n+1) 1111}+L_{n \overline{1} \overline{1} 11 \overline{1}}^{\dagger} R_{(n+1) 111 \overline{1}}\right) \\
& + \text { H.c. } \tag{3}
\end{align*}
$$

All modes appearing in $H_{1}$ are gapped out with a gap of size $t_{1}$. The remaining modes are gapped out by the periodic driving. We note that here we can use the Floquet technique for each wire independently. The corresponding Hamiltonian density is given by

$$
\begin{equation*}
H_{F}=t_{F} \sum_{n \tau \lambda \eta} R_{n \tau \lambda \eta(\eta \lambda)}^{\dagger} L_{n \tau \lambda \bar{\eta}(\eta \lambda)}+\text { H.c. } \tag{4}
\end{equation*}
$$

Again, the bulk modes in $H_{F}$ are gapped out. However, there are two modes, one at each edge wire, that are neither coupled by $H_{1}$ nor by $H_{F}$ to the rest. For example, if the system is composed out of an integer number of unit cells $N$, there are two gapless modes protected by time-reversal symmetry with opposite spins and velocities at each of the two edge wires. The most right (left) wire hosts helical edge modes $\quad L_{(n=1) 1111}$ and $R_{(n=1) 111 \overline{1}} \quad\left(L_{(n=N) \overline{1} 1 \overline{1} 1 \overline{1}}\right.$ and $R_{(n=N) \overline{1} \overline{1} 11)}$. Thus, the system is in the topological regime and represents the Floquet version of a two-dimensional TI.

Fractional Floquet TI.-The same model as in the preceding section can also be brought into the fractional regime. To get, for example, the effective filling factor $\nu=1 / 3$, we tune the chemical potential down to $E_{s o} / 9$ [78,83]. However, in this case, the interwire tunneling is possible only if backscattering events due to electronelectron interactions are involved. We note that Floquet representation remains unchanged also in the presence of interactions since they commute with the driving field operator and the driving frequency $\omega$ sets the fastest time scale in the system. The interactions can be treated nonperturbatively by standard bosonization: $R_{n \tau \lambda \eta \sigma}=e^{i \phi_{n \tau \tau i n \sigma}}$ and $L_{n \tau \lambda \eta \sigma}=e^{i \phi_{n i \tau \lambda n \sigma}}$, and by introducing new bosonic fields $\tilde{\phi}_{n r \tau \lambda \eta \sigma}=\left(2 \phi_{n r \lambda \lambda \sigma \sigma}-\phi_{n \bar{r} \tau \lambda \sigma \sigma}\right) / 3$. Next, we use a two-step perturbation procedure and assume that the tunneling term describes the dominant process. This process involves the back-scattering of two electrons and is the lowest order process in $t_{1}$ that satisfies both spin and momentum conservation, where $g_{B}$ is the electron-electron back-scattering amplitude [45,46,48],

$$
\begin{align*}
H_{1}^{e e}= & g_{1} \sum_{n \tau \lambda} \cos \left[3\left(\tilde{\phi}_{n 1 \tau \lambda \overline{1} \lambda}-\tilde{\phi}_{n \bar{\tau} \bar{\tau} \overline{1} \lambda}\right)\right] \\
& +g_{1} \sum_{n \tau} \cos \left[3\left(\tilde{\phi}_{n 1 \tau \bar{\tau} 1 \tau}-\tilde{\phi}_{n \overline{1} \tau \tau 1 \tau}\right)\right] \\
& +g_{1} \sum_{n}\left(\cos \left[3\left(\tilde{\phi}_{n 1 \overline{1} \overline{1} 11}-\tilde{\phi}_{(n+1) \overline{1} 1111}\right)\right]\right. \\
& +\cos \left[3\left(\tilde{\phi}_{(n+1) 1111 \overline{1}}-\tilde{\phi}_{n \overline{1} \overline{1} \overline{1} 1 \overline{1})}\right)\right] . \tag{5}
\end{align*}
$$



FIG. 5. The unit cell of a Floquet TI, consisting of four wires labeled by $\tau, \lambda= \pm 1$. The sign of the SOI alternates between wires while the band gap alternates between $\Delta_{g}$ and $\Delta_{g \pm}=\Delta_{g} \pm \delta$. (a) In the integer regime, $\mu_{\tau}$ is tuned to $E_{s o}$ and the driving frequencies are chosen to match the band gaps. The interwire hopping of amplitude $t_{1}$ opens gaps at $k_{x}=0$ if resonant. The remaining gaps of size $t_{F}$ are opened by the time-dependent driving. At each edge of the array, there is a pair of helical modes left gapless. For example, if the system is terminated as shown in this figure, the modes $L_{n 1111}$ and $R_{n 111 \overline{1}}$ at the left edge stay gapless. (b) In the fractional regime, $\mu_{\tau}$ is shifted to $E_{s o} / 9$ and the driving frequency is readjusted accordingly. The leading term in the tunneling between wires $H_{1}^{e e}$ (green arrows) of amplitude $g_{1}$ involves two back-scattering events and opens a partial gap due to strong interactions. The driving term $H_{F}^{e e}$ of amplitude $g_{F}$ (black arrows) commutes with $H_{1}^{e e}$ and both can order simultaneously.

Again, the driving frequency matches the energy difference between the bands, see Fig. 5. For weak driving it is sufficient to include the electron-electron interactions inside each band. The term that commutes with $H_{1}^{e e}$ and satisfies the conservation laws such that it could be ordered simultaneously in the renormalization group sense [45,46,48] leads to a gap and is given by

$$
\begin{equation*}
H_{F}^{e e}=g_{F} \sum_{n \tau \lambda \eta} \cos \left[3\left(\tilde{\phi}_{n 1 \tau \lambda \eta(\eta \lambda)}-\tilde{\phi}_{n \overline{1} \tau \lambda \bar{\eta}(\eta \lambda)}\right)\right] . \tag{6}
\end{equation*}
$$

Here, the amplitude $g_{1} \propto t_{1} g_{B}^{2}\left(g_{F} \propto t_{F} g_{B}^{2}\right)$ depends on the amplitude $g_{B}$ of back-scattering processes. Similarly to the integer case, two helical fields at each edge (for example, $\tilde{\phi}_{(n=1) \overline{1} 1111}$ and $\tilde{\phi}_{(n=1) 1111 \overline{1}}$ in the first unit cell) do not enter into the coupling Hamiltonians and stay gapless. In addition, elementary excitations in these modes have fractional charge $e / 3$. All this shows that we have generated a Floquet version of a fractional TI. The same procedure can be straightforwardly generalized to other odd integer values $m$, giving rise to fractional Floquet TIs with fractional excitations $e / m$.

Conclusions.-We have studied arrays of weakly coupled Rashba wires brought into the topological regime by periodic driving. Our first model hosts dispersionless zero-energy modes and may be identified with Weyl semimetals. The second model is in the TI regime and hosts helical edge modes, where the elementary excitations
have fractional charge $e / m$ with $m$ being an odd integer. The proposed effects can be measured in transport experiments (by observing their propagation [66-68] or localization [69] at the edge) or via the density of states [50-52,55]. It is worth noting that the same models can be obtained without driving but instead by doubling the wires [108]. Finally, nonequilibrium heating and relaxation mechanisms producing mobile bulk quasiparticles [109-111], issues generally pertinent to Floquet systems [112], are important here as well. It has been argued that these difficulties can be overcome by, e.g., adiabatic buildup of states [52,113] or engineered baths [114].
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